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A COCGNI TI VE FRAMEWORK FCR BATTLEFI ELD COVWANDERS' S| TUATI ON ASSESSMENT

EXECUTI VE SUVMARY

Requi r erment :

Situation assessnment is the basis for many of the planning activities
performed by the battlefield conmander and staff. |nproved situation assess-
ment may lead to faster, better planning. Yet the cognitive processes and
skills involved in situation assessnment are not as yet well understood.

Pr ocedur e:

A cognitive framework for battlefield comanders' situation assessnment was
devel oped. The franmework draws on published work in cognitive psychol ogy and
in the tactical battlefield donmain, as well as on interviews conducted with
active-duty command staff. Conponents of the framework were sel ected for
i nclusi on based on enpirical support in the literature and rel evance to
situation assessnment performance. The conponents were integrated into a
conpr ehensi ve framework that specifies their relationships and interactions.
Finally, aspects of the framework were illustrated with actual experiences of
tactical battlefield staff. This framework is still in devel opment, and will
be refined and perhaps nodified as nore observational and experinental data
are obt ai ned.

Fi ndi ngs:

At the nost general |evel, the framework has three principal conmponents:
menory structures, value/action structures, and metacognitive (or executive)
processes. Menory structures range fromthe highly tenporary contents of
wor ki ng menmory (the attended part of the current situation nodel) to relative-
Iy permanent information in long-termnmenory. Between these two extrenmes is
inmplicit focus (parts of the situation nodel which are readily available for
attention though not currently attended) and current episodic nenory (a
history of efforts in the current problem

Structural constraints on situation assessnent performance are defined in
terms of these conponents: i.e., limted space in working nmenory, tine and
errors in retrieval fromlong-termmenory, and cognitive effort required by
executive processes. Different nodes of processing are |ikew se defined in
terms of the framework conponents: Procedural processing involves a direct
link between a situation nodel and activation of a response wthin working
menory; know edge- based behavior requires retrieval of know edge from | ong-
termnenory and in sone cases the construction of novel situation nodels.
Intuitive behavior utilizes domain-specific know edge structures devel oped
over experience, while analytic behavior utilizes general -purpose know edge
structures | earned frominstruction.

A variety of long-termnmenory know edge structures are inportant in
situation assessnment. Eneny plan structures organi ze informati on about eneny



goal s, strengths, and opportunities, and describe how they lead to intentions,
actions, and consequences. Eneny goal structures organize information about
the trajectory of the eneny's major goals in tinme, high-level principles for
achi eving those goals, and specific actions which realize the goals in
accordance with the principles. Tenporal plan execution structures provide a
nmore detail ed description of the tenporal durations, precedence relations, and
conti ngenci es anong actions. Eneny planni ng/ G structures describe the eneny
roles and activities involved in producing, comunicating, and inplementing
plans. Terrain structures relate terrain features to expected eneny actions
and prescribed friendly actions. Different situation assessors may frane
problens differently, i.e., bring different know edge to bear on it. Alterna-
tive frames include proactive, predictive, or reactive high-level principles,
and conceptualizing eneny plans primarily in ternms of goals, terrain, or
strengt h.

Val ue/ actions structures are not a separate conpartnment of know edge;
rather, they reflect a qualitatively different way of view ng know edge. They
represent the extent to which possible states of affairs are val ued, as
distinct fromhow strongly their existence is believed. Value/action struc-
tures, like menmory structures, vary fromthe highly temporary (i.e., the cur-
rently executed portion of an action or plan), to the relatively permanent
(i.e., high-level values and |l ong-termgoals). Between these two extrenes fal
the current plan and the trajectory inage (a sequence of desired situations or
maj or goals for the current problemor situation).

Met acogni tive processes shape and guide the retrieval of know edge from
long-termnmenory and its synthesis in a nmodel and/or plan for the current
situation. Metacognition includes conponents of quick verification, ful
verification, and facilitation. Quick verification assesses the tine avail abl e
bef ore a deci sion nust be nmade, the stakes of the decision, and the degree of
confidence in the current solution, and determnmi nes whether additional process-
ing is required. Full verification tests the current situation nodel to
determne whether it is inconplete, unreliable, or in conflict. Facilitation
guides the collection of new data, revised interpretation of the current data,
or the activation of additional know edge fromlong-termnenory to correct any
probl enms that are found. Steps taken to resolve one kind of problemcan
produce other problems. For exanple, conflicting data can be fit into a single
coherent situation nmodel (or story) by meking new assunptions about the
intentions or capabilities of the eneny. But too many such assunptions render
the situation nmodel unreliable. Detecting such unreliability depends crucially
on renmenberi ng past assunptions (current episodic nenory).

More proficient situation assessors may differ fromless proficient ones
along a variety of dinensions. In terns of know edge they may differ in the
nunber, automaticity, and power of recognitional tenplates (structures
supporting procedural processing); the richness, organization, and scope of
| ong-term nmenory structures; the nunber of cases used to encode exceptions;
and the tendency to utilize proactive in addition to predictive or reactive
know edge structures. In terms of metacognitive skills, they may differ in
their sensitivity to tinme and stakes, their propensity to verify the conplete-
ness, reliability, or consistency of solutions; and their ability to find the
appropriate data source, interpretation, or know edge for a particul ar



pr obl em
Utilization of Findings:

The battlefield situation assessnment framework should be of use to a wide
spectrum of peopl e concerned with the inprovenent of situation assessnent
performance. It clarifies the processes and skills required for successfu
situation assessnent, including high-level principles, know edge structures,
and skills in nonitoring and regul ating cognition. These processes and skills
sonetines diverge significantly fromdoctrinally prescribed nethods or
normati ve approaches. For exanple, traditional doctrinal guidance to conpare
qualitatively different courses of action may conflict with the processes of
generating, verifying, and nmodifying a single option that are described within
the framework. Simlarly, the notion that indicators of eneny intent always
have a fixed nmeaning conflicts with the process of reinterpreting data to fit
a coherent, plausible nodel. On the other hand, the framework addresses
aspects of situation assessment for which little if any guidance is currently
provi ded, e.g., determning the contents of the comuander's battl espace, or
the generation and el aboration of a single effective course of action

The framework may be used by instructors, designers of C systens, and C
anal ysts and researchers. It can serve as the foundation for the devel oprment
of a variety of techniques for inproving situation assessnent performance.
Such techni ques may include training;, the design of supporting materials (such
as overlays) or conputer-based aids; the inprovenent of procedures, doctrine,
or organi zational structure; and personnel selection
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I ntroducti on

Two converging trends -- one theoretical and the other pragmatic -- high-
light the growing inportance of situation assessnment in battlefield comand.
One set of trends is the increased enphasis in cognitive psychol ogy on pattern
recognition rather than explicit analysis, in both problem solving and
deci si on maki ng. For exanple, enpirical studies conparing novices and experts
in fields such as physics, chess, and conputer progranm ng have supported a
vi ew of expertise as the accunulation of direct responses to fanmiliar situa-
tions, in contrast to the nmore anal ytical, general-purpose strategi es adopted
by sophisticated novices (e.g., Chase and Sinon, 1973; Larkin, 1980). In
paral l el , research on decision naki ng suggests that experienced decision
makers rely on recognitional skills devel oped over |ong experience in a
domai n. Recognition of situations is sonmetimes associated with direct retrie-
val of typical responses (Kl ein, 1993).

The nore sophisticated recognition-based theories do not sinply equate
expertise with the accumul ation of a stock of situation tenplates. First,
recent research has enphasi zed the structure of expert know edge rather than
sinply its quantity. For exanple, nmany studi es suggest that recognition by
experts occurs in terns of fundamental donain concepts rather than superficia
features of a problem (Chi et al., 1981; Shoenfeld and Herrman, 1982; Wi ser
and Shertz, 1983; Adel son, 1984; Larkin, 1981). Secondly, there is evidence
that experts are nore skilled in netacognition, i.e., processes that nonitor
and regul ate nore basic cognitive processes, like attention, nmenory, and com
prehension (Larkin, 1981; d aser, 1989; Brown and DelLoache, 1978). Both of
these el enents -- know edge structure and metacognition -- increase the
flexibility of expert performance and enhance its ability to deal with nove
si tuations.

The second set of trends has to do with evolving flexibility in Arny
doctrine and practice. An exanple is the concept of battlespace (in the
forthcom ng FM 100-5). A commander's battl espace is a three-dinmensi onal noving
vol une that contains anything relevant to his planning or operations. Unlike
the traditional area of interest, battl espace is not handed down by hi gher
command, but is defined by each conmander. It reflects the comander's ability
to visualize relevant events at an appropriate |evel of detail, far enough
into the future, and in a | arge enough vol une of space. A second inportant
devel opment in recent doctrine is the decreasing enphasis on enunerating and
conparing alternative courses of action. In circunstances of time stress, com
manders m ght use "abbrevi ated" methods, in which only a single course of
action is proposed and assessed. The effectiveness of that course of action
will clearly depend on the validity of the conmmanders' understanding of the
si tuati on.

Wrk is required to integrate these two trends, fromcognitive science and
Army doctrine. For example, little guidance is currently available as to how
Armmy commanders and their staffs can develop effective representations of the
battl espace. Simlarly, there is little understanding of how or when the



eval uati on of courses of action should be "abbreviated." A systematic in-
vestigation of the cognitive dinmensions of situation assessnment may provide
the foundation for inproved training, conputer-based aids, materials, proce-
dures, doctrine, and perhaps even personnel selection

This report describes a cognitive franework for battlefield situation
assessnent by commanders and their staff, based on recent work in cognitive
science and on interviews with active-duty command staff. W try to describe
the framework, as much as possible, by neans of exanples taken fromthe
interviews, with nmenbers of the command staff at the brigade, division, and
corps level. In subsequent reports we will (1) refine, nmodify, and flesh out
details of the franework based on additional interview data, and (2) devel op
and apply nethods for inproving key situation assessnment skills based on the
f r amewor k.

Overvi ew of the Framework

Figure 1 depicts the basic components of the battlefield situation assess-
ment framework and the relationships anong its parts. At the nost genera
| evel, the four conponents of the framework are:

1. menory and know edge structures;

2. actions, goals, and val ues;

3. processes for regulating and nonitoring cognition; and
4. the real -world environnent.

The basic formof the franework and its cyclical character are inspired by
Nei sser (1976). In his concept of the perceptual cycle, (1) know edge struc-
tures called schemas actively direct (2) attention to and active exploration
of the environnent. (4) The real-world information generated by that explora-
tion then causes changes in (1) the schemas. These interactions cycle con-
tinuously as the observer gains understandi ng of the actual world. Adans,
Tenney and Pew (1991) applied Neisser's perceptual cycle concept to the domain
of situation awareness, with some refinenments in the characterization of (1)
menory structure. Connolly and Wagner (1988) al so used Nei sser's concept,
extending it to include decision cycles, in which exploration of the environ-
ment causes decision nmakers to refine (2) their understanding of their goals.
In Figure 1, we have incorporated these extensions, and have added (3) the
iterative role of nmetacognition, i.e., nonitoring and regul ati ng one's own
cognitive processes, in learning both about the world and about one's own
goal s.

One result of the nodel in Figure 1 is a somewhat expanded notion of a
cycle. As noted in the previous paragraph, Neisser's perceptual cycle com
prises only the sequence from know edge to action to real-world and back to
know edge. Qur notion of cognitive cycle, however, includes many other, nore
conpl ex possibilities. As just one exanple, (1) an initial know edge structure
may be (3) checked by netacognitive processes, (1) nodified, and (3) checked
again, before leading to (2) an action plan, which is also (3) checked by



met acogni tion before (3) being inplemented in the (4) environnment, resulting
in (1) new know edge. W shall refer sonewhat |oosely to any cl osed | oop anong
the four nmajor conponents of the nodel -- for exanple, know edge to netacogni -
tion to know edge -- as a cycle.

Each maj or conmponent of the framework will be further broken down into
subconponent s:

(1) Menory structures include (a) explicit focus (representing the cur-
rently attended part of the situation), (b) inplicit focus (containing the
full situation nodel), (c) current episodic menory (containing the history of
the current problen), and (d) long-termnenmory (with both semantic and
episodic contents). W will discuss a variety of exanples of |ong-term nenory
know edge structures that are used to organi ze situation assessnent i nfornma-
tion. Eneny plan structures organize information about enemy goals, strengths,
and opportunities, and describe howthey lead to intentions, actions, and
consequences. Eneny goal structures describe the hierarchical and conpensatory
rel ati onshi ps anong ultimate val ues, principles, goals, and actions. Tenpora
pl an execution structures provide a nore detail ed description of the tenpora
durations, precedence relations, and causal contingencies anmbng actions and
events. Eneny planning/ C structures describe the eneny roles and activities
i nvol ved in producing, comunicating, and inplenenting plans. Terrain struc-
tures relate terrain features to expected eneny actions and prescri bed
friendly actions. Different situation assessors may franme problens different-
ly, i.e., bring different know edge to bear on it. Alternative frames include
proactive, predictive, or reactive strategies for predicting eneny intent.
Simlarly, different assessors nay conceptualize eneny plans primarily in
terms of goals, terrain, or relative strength

(2) Action/goal/value structures parallel nenmory structures, but represent
the extent to which events and states of affairs are desired rather than
believed to exist. Action/goal/value structures include (a) the currently
executed or considered part of an action or plan, (b) the current plan, (c)
the trajectory imge (a sequence of desired situations or mgjor goals for the
current problen), and (d) high-Ievel values and principles.

(3) Metacognitive processes shape and guide the retrieval of know edge
fromlong-termnmenory and its synthesis in a nodel and/or plan for the current
situation. Metacognition includes conponents of (a) quick verification (Is
there sone reason to think nore about my current nodel or plan, or should
act imediately?), (b) full verification (What are the potential problems with
the current nodel or plan?), and (c) facilitation (Wat can | do to inprove
the current nodel or plan?). Quick verification assesses the tinme avail able
bef ore a deci sion nust be nmade, the stakes of the decision, and the degree of
confidence in the current solution, and deternmi nes whether additional process-
ing is required. Full verification tests the current situation nodel to
determine whether it is inconplete, unreliable, or in conflict. Facilitation
guides the collection of new data, the activation of additional know edge from
long-termnmenory, or the revised interpretation of current data to correct any
probl ens that are found.

Once we have defined the basic conponents of the framework, we can use



themto clarify a broad range of situation assessnent phenonena:
a. structural constraints on processing and the effects of stressors;

b. different paths through the framework, corresponding to different ways of
handl i ng problens that are found in situation nodels or plans;

c. different nodes of processing that are induced by problemmaterials or
i ndividual differences anmong assessors; and

d. characteristics that distinguish expert situation assessors from novices.

These phenonena are the real purpose of the framework. Understandi ng and
dealing with themis where the practical payoff lies, whether in training or
in the design of aids and procedures. It will determ ne how much we can

i nprove a situation assessor's ability to manage stressors, and to sel ect
appropriate nodes and strategies for processing. Qur account of these phenone-
na should therefore, in an inportant sense, be regarded as part of the
framework itself.

W will try to explain each of these phenonmena in terns of characteristics
and interactions anong the franework's basic components:

a. Structural constraints on processing include (1) the size of explicit
focus, (2) tine and accuracy in the activation of relevant information from
current episodic nemory and |long-termnenory, and (3) effort expended in
met acogni tive thinking. There are training nethods that can nmitigate the con-
sequences of each of these constraints: viz., chunking, skilled nmenory, and
over | ear ni ng.

b. Paths through the framework involve specific sequences of steps invol -
ving the nmajor conponents of the framework (menory, actions/goal s/val es,
met acogni tion, and the real-world). We describe a way of anal yzing these
sequences as conbi nations of a small nunber of building blocks. The buil ding
bl ocks are el enentary sequences, based on the ways that solving one type of
probl em can sonetinmes (but not always) |ead to another problem Anong the
el ementary patterns, for exanple, that may occur together are the follow ng
two: (1) If full verification discovers that data are inconplete, facilitation
may fill the gap by adopting assunptions. (2) In a subsequent cycle, ful
verification may conclude that these assunptions are unreliable, and facilita-
tion may drop them (Qther elementary steps involve adjusting assunptions to
resolve conflict; collecting new data to resolve conflict or fill gaps; and
activating information in long-termnmenory to resolve conflict or fill gaps.)
Identification of patterns of elementary sequences can play a mgjor role in
the design of training or aiding techniques that guard agai nst common situa-
tion assessnment errors. For exanple, training mght encourage situation
assessors to keep track of how many steps have invol ved assunpti on adopti on,
and when the nunmber of assunptions is large, to use full verification to check
the reliability of those assunptions. As an aiding exanple, the success of
full verification in detecting unreliable assunptions depends on accurate
recall of previous situation assessnent steps fromcurrent episodic nmenory;
conputerized displays mght graphically depict previous data and the con-



cl usi ons based upon them

c. Modes of processing can be distinguished at a general |evel along two
di nensi ons. They may be procedural (involving no nmetacognitive full verifica-
tion or facilitation) or know edge-based (involving one or nore netacognitive
cycles). And they may be intuitive (involving know edge structures acquired by
experience) or analytic (involving know edge structures explicitly taught or
devel oped). Four possible nodes of processing, then, are: (1) procedura
intuitive, (2) procedural analytic, (3) know edge-based intuitive, and (4)
knowl edge- based anal ytic. These nodes of processing differ in the demands they
pl ace on structural constraints, in the kinds of |long-termnenory structures
they enmploy, and in the types of netacognitive nonitoring and regul ation that
is nost appropriate. Both training and aiding should be designed to encourage
t he probl em sol ving approach that is appropriate for the problem at hand.

d. Characteristics that distinguish situation assessnment experts from
novi ces may be described in terns of the framework: (a) Experts may differ in
the proficiency of procedural processing (e.g., nore recognitional tenplates,
nmore chunking, and nore automatic responding); (b) experts may differ in the
types of long-term nmenory know edge structures that they utilize (e.g., nore
detail ed and nore extensive causal nodels, a larger repertoire of specific
cases, and nmore use of proactive strategies); and (c) experts may differ in
met acognitive skills (nore explicit attention to tine, stakes and confi dence;
better strategies for finding problems with a nodel or plan; and better
strategies for fixing such problens). These differences between experts and
novi ces help us define the goals of a training programthat transfers the
skills of nore proficient situation assessors to those that are | ess profi-
cient. It also helps define the functions of a conputer aid that guards
agai nst errors associated with | ess proficient processing and encourages the
strengths of nore proficient processing.

The current state of cognitive science does not pernmt a definitive
catal og of the cognitive conponents and processes that underlie situation
assessnent. Applications, however, may benefit froma systematic presentation
and increnental advancement, however inperfect. The present framework is stil
under devel opnent, and will be refined and nodified as nore observational,
interview, and experinmental data are obtained.

Menory Structures and Know edge Structures

The left hand pie slice of Figure 1 uses a distinction anong four types of
menmory (A slightly different version of this distinction was di scussed by
Adans, Tenney and Pew, 1991, and originated with Sanford & Garrod, 1981). The
four types of menory vary in the effortfulness with which their contents can
be accessed. W distingui sh anong:

! Explicit focus or working nenory, i.e., the portion of the situation nodel
currently attended. This is the nost activated part of |ong-term nenory.

' Implicit focus, i.e., the full situation nodel. This is a sonewhat |ess
activated part of long-termnenory, but is readily available for
attention.



! Episodic menory of the current problem i.e., the history of situation
nmodel s and steps in the current context. This is the potential for recall-
ing the preceding series of understandings, plans, assunptions, and
choi ces.

! Long-term nmenory, which contains both general (or "semantic") know edge
and epi sodic (or case-based) know edge. (W regard epi sodi c know edge of
the current situation as part of a separate nenmory, since it is usually --
t hough not always -- nore readily accessed than epi sodes that are nore
renmote in time. It also plays a special integrative role in many situation
assessnent tasks.)

The distinctions anong these four menories are not nmeant to be absol ute,
and the boundaries between them can be fuzzy. A hel pful metaphor is the
connecti oni st conception of retrieval as activation. Thus, explicit focus,
inmplicit focus, current episodic nenory, and long-termnenory are differen-
tially activated parts of the sane systemrather than separate conpartnents
(Mcdelland & Runel hart, 1986). The knowl edge stored in the system can be
regarded as a network of interconnected concepts or propositions.

W now consider in turn some of the know edge structures that characterize
each of these four menori es.

Long- Ter m Menory

Long-termnenory is relatively permanent know edge that includes both
general relationships and specific past episodes or experiences. Cenera
rel ationships include relatively analytical information, such as nmathematica
rules, as well as relatively intuitive information, such as prototypes
representing the likely properties of objects or events. Analytical infornma-
tion is typically learned by explicit instruction, or by explicit reasoning
using rules that were learned by explicit instruction. Intuitive information
is typically acquired by experience. Prototypes, for exanple, may be built up
over repeated experiences with a given type of object or event, during which
conmon or unvarying properties become accentuated, and uni que or varying
properties cancel out. It may be quite difficult to articulate intuitive
know edge explicitly. (W return to the distinction between analytic and
intuitive processing in the section below on "Mdes of processing.")

Intuitive information in long-termnmenory includes not only generalized
experiences, or prototypes, but also specific episodes, or exenplars. A key
function of long-termepisodic nmenory is to record exceptions to the genera
rules in semantic nmenory. Schank (1982) postul ated that episodes are stored

when expectations based on the generalized experiences fail. These epi sodes
are then tagged by explanations of the failure. The notion that specific
menories fill in the gaps in general nenories can al so be derived from

connectionist learning rules. For exanple, the generalized delta rule or back-
propagation | earni ng mechani sm predicts that new associ ati ons are | earned when
events are surprising (Runel hart, Hnton, & WIllians, 1986). Thus, the unique
parts of episodes will be encoded with specific reference to tine and pl ace of
occurrence, whereas the non-surprising parts will be nerged within a nore



general representation, differences of tine and place canceling out. Kosslyn
and Koenig (1992) cite evidence that different types of neural network,
located in different parts of the brain, may be differentially tuned for the
storage of semantic versus episodic nmenory; i.e., some networks may be nore
readily "surprised," and thus tend to store nmore unique information

W will utilize a sinple heuristic vocabulary for representing know edge:
as a graph of directed, signed connections anong synbolic structures or
hypot heses (as in recent work by Pennington and Hastie, 1988); Hol yoak, 1991;
Pear|, 1988; and many others). A positive connection between two propositions
means that the truth of one causes or predisposes the truth of the other; a
negative connection means that the truth of one inhibits or predisposes
against the truth of the other. In this network netaphor, schemas can be
interpreted as sets of positively connected units which are likely to be
active at the sanme tinme (Runmel hart, Snol ensky, Mcdelland, & H nton, 1986;
Schank, 1982). Schenas are thus not regarded as discrete, hernetically seal ed
packages of knowl edge. Menbership in a schema is graded rather than all-or-
not hi ng; schermas may cone into being gradually as experience nodifies connec-
tions; different schemas may overlap in their menbership; and multiple schenmas
may be active at the sane tine.

W will provide exanples of three types of |ong-termnenory know edge
structures that are used in battlefield situation assessnent:

! eneny plan structure
! eneny goal structure
! eneny plan execution structure.

These are not separate conpartments in nmenory; rather they are all parts of
the same interconnected network, with characteristically different but
conpl enentary uses. W will also discuss a sonewhat |ess general structure
used for visualizing actions and decisions in relation to terrain.

These exanples are taken frominterview data collected in this and ot her
projects. They are presented to show how situation assessors use their
knowl edge about eneny goals and val ues in somewhat different ways, to build
situation assessnment nodels that can serve as a basis for devel opi ng pl ans.
Each exanpl e represents an approach that was regarded as useful by a specific
i ndividual to handle a specific problem Together, however, they m ght be
incorporated into a training programto provide a spectrumof tools that would
be useful in situation assessnent.

Fi gure 2a depicts a generic eneny plan structure. It is nodeled after
Penni ngton and Hastie's (1988) story model of juror decision making. They
propose that jurors construct stories to organize and account for evidence
that nmay be presented in a sequential but nonstory-like order in the course of
atrial. The main conponents of our structure are the three boxes at the top
of Figure 2a, representing interests, relative strength, and location. In
terms of the traditional METT-T categories (mssion, eneny, own troops,
terrain and weather, and tine), the interest box includes the eneny's m ssion,



hi gh-1evel notivating val ues, principles or doctrine, and other high-Ieve
eneny goal s; the strength box corresponds to the eneny's troops and assets in
relation to our strength; and the | ocation box includes the |ocations of eneny
troops and eneny objectives with respect to one another, to our troops, to the
terrain, and to weather, insofar as they affect nobility and conbat effective-
ness. In courtroom | anguage, the three boxes represent notive, neans, and
opportunity, respectively. These three el enents cause or predi spose an eneny
intent that satisfies the interests within the constraints of strength and
location. Intent, in turn, causes eneny action to realize the eneny interest,
and the actions in turn | ead to consequences.

W have found evidence that the three principle elenments (interests,
strength, and location) are regularly considered in building an understandi ng
of eneny plans (although their use may not be perfectly systematic or in-
variant). The inclusion of these conponents in a training course or aiding
di splay might inprove the situation assessnent process. They represent highly
general tools for organizing information to explain and predict eneny actions.

The eneny plan structure does not inpose any particul ar order of inferenc-

ing. Parts that are activated (or instantiated) first will, in conjunction
with other know edge, lead to activation of other parts. Specific ways of
using the structure, i.e., styles of constructing stories, nay be associated

with its conponents, just as actions are attached to know edge structures in
scherma theory. Three different ways of dealing with enenmy plans are depicted
in Figure 2b by the bold shadowed boxes:

! Proactive: The comrander shapes the battlefield, attenmpting to influence
the eneny's intent by altering aspects of interests, strength, or |oca-
tion. In effect the commander causes a story (i.e., eneny plan) of his own
choosing to be instanti ated.

! Predictive: The commander uses know edge of the eneny interests, strength,
and/or location to predict the eneny's intent and acti ons.

!  Reactive: The conmander infers eneny intent (and possibly interests) after
the fact by observing the actions that the eneny executes to achieve the
intent or by observing the consequences of those actions.

These strategies are not nutually exclusive. A predictive strategy may
enpl oy reactive nethods (i.e., observations of eneny actions) to confirmthe
predictions. A proactive strategy may use predictive nmethods to deci de what
actions woul d produce the desired eneny intent, and may use reactive nethods
to confirmthat the attenpt to influence eneny intent was successful

Al three of these strategies support friendly actions designed to exploit
or disrupt eneny actions or their consequences. However, proactive, predic-
tive, and reactive strategies will lead to very different outcones in terns of
seizing and maintaining the initiative.

Predictive strategy. Figure 3 is an exanple of the predictive use of the
eneny plan structure. In this exanple, there are two successive applications
of the eneny plan structure, each associated with a prediction. First, from




the fact that the eneny wants to advance and that they have the strength and

| ocation to advance, it is a sinple expectation that the eneny will lay in or
bring up fuel supplies. This prediction triggers an action by friendly forces:
destruction of the eneny POL (petroleum oil, and lubricants) dunp by the Air
Force. The success of this action in reducing eneny fuel supplies is confirned
by observing the subsequent actions of the eneny. In particular, the eneny
stops running trucks at night.

The second application of the predictive eneny plan structure is nore
interesting. Since the eneny is lowon fuel, it is nowinferred that an eneny
interest is to obtain fuel. Conbining this with the observation that friendly
POL is accessible on the road in front of them (location) and that the eneny
have adequate strength to attack our POL, the comrander now expects that the
eneny intends to attack our PCL and seize our fuel supplies. As a result of
this prediction friendly forces defensively strengthen thenselves in the area
of the PCOL depot.

Plan structures like the one in Figure 3 can play a role in procedura
processing, in which a situation is directly recognized and an appropriate
action retrieved. If the situation assessor has experienced incidents simlar
to this one in the past, a know edge structure like Figure 3 m ght already
exist, ready to be activated. For exanple, if the features of the present
situation (e.g., the intent to advance, strength, and |ocation) match the plan
structure at the top of Figure 3, then expectations regarding the eneny's
laying in fuel supplies are automatically activated, along with the friendly
option of finding and destroying the eneny PCL dunp.

On the other hand, plan structures of this sort can also play a role in
knowl edge- based processing, in which appropriate representations and/ or
responses do not pre-exist, but must be constructed from existing know edge.
In these less fam liar situations, the assessor nay construct a rel evant plan
structure fromthe generic plan structure in Figure 2 together with other
know edge. (W return to the distinction between procedural and know edge-
based processing in the section, "Mdes of processing.")

Fi gure 4 depicts one kind of know edge structure that may help to fill in
the plan structure at the bottomof Figure 3. It depicts in some detail an
eneny goal hierarchy, starting with a najor goal at the top and novi ng down to
nmore specific actions at the bottom Note that this particular structure
pertains to one expert's assessnent of one eneny's goals in one type of
situation. But it may be illustrative of a class of representations that is
wi del y usef ul

Figure 4 contains three types of elenents: major goals or objectives,
principles, and actions. The top level of this structure represents the
trajectory imge of Beach (1993). The eneny has a series of major goals or
obj ectives that he wishes to acconplish, the first of which is achieving a
successful attack (penetration) in a particular region within a particul ar
time wi ndow. Subsequent goals mght include seizing a particular terrain
objective (e.g., acity) within a later tine window, etc. The expert from whom
this structure was elicited further organized his understandi ng of eneny
actions in terns of two nore general, higher-level principles: increase the
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capabilities of the enenmy's forces and reduce the capabilities of the eneny's
opposi tion. Each of these higher-level principles was subdivided into prin-
ciples that focus on location, i.e., concentrate eneny forces or disperse
opposing forces, and strength, i.e., increase the size of eneny forces or
reduce the size of the opposing forces. Such a hierarchical structure, in

whi ch actions are organi zed by objectives and high-1evel principles for

achi eving those objectives, can be quite useful in predicting the kinds of
plans that the eneny will develop in different situations. For exanple, if the
eneny is unable to increase the size of its own forces in the battle area, it
may conpensate by drawi ng of f some of the opposing forces by neans of a
diversionary attack. In the present exanple, if the eneny is unable to use its
own fuel supplies, it nay attenpt to seize supplies fromus. (The |atter m ght
be an instance of another nore general eneny principle: If you fail to secure
your own supplies, seize supplies fromthe other side.)

Fi gure 10 depicts the goal structure in Figure 4 side by side with the
pl an structure of Figure 3. Nunbered arcs in Figure 10 show how activation in
the plan structure mght be nedi ated by connections in the goal structure. In
particular, the goal structure m ght enable the assessor to make the connec-
tion between destruction of the eneny's POL dunp and the eneny intent to
attack our POL. For example, (1) the expectation that the eneny will lay in or
bring up its fuel supplies (in the top plan structure) m ght activate the node
representing create owmn PCOL depot in the goal structure. (2) Wen the eneny
POL dunp is destroyed, the higher level goal PCOL is activated. (3) This in
turn causes activation of the interest node in the lower plan structure
(obtaining fuel is now an eneny priority). A governing principle (seizing
other's supplies if you | ose your own) might also be activated in the goa
structure (not shown in Figures 4 and 10). This principle plus the POL goa
node lead to activation of the alternative subgoal, seize eneny POL, in the
goal structure. (4) That subgoal matches the criteria associated with eneny
intent in the generic plan structure (Figure 2); and so it activates the
intent node in the |ower plan structure. The assessor may now gat her infor-
mation to fill in or verify other nodes in the plan structure, e.g., he may
exam ne eneny capabilities and position in relation to our PCOL depot.

Proactive strategy. Figure 5 is an exanple of the proactive use of an
eneny plan structure. The top half of Figure 5 represents the friendly comand
staff plan structure. The friendly mssion (i.e., interest) in this scenario
was to defend at a particular phase line. The situation assessor considered
the relative strengths of the two sides: A force ratio of 3 to 1 favoring the
eneny yi el ded a chance of successful defense of only 50 percent. Mst i npor-

tant of all, the situation assessor considered |location in an active rather
than a passive fashion. He actively | ooked for terrain possessing certain
features, which he defined as a kill zone: an open area which is accessible

only through restricted terrain, for which there is an early trigger point

(i ndicating whether or not the eneny is headed to the kill zone), and to which
he can maneuver with limted visibility by the eneny. In this scenario, he
found such a zone in the north. These three factors, a defensive mssion, |ess
t han advant ageous rel ative strength, and the discovery of an appropriate Kil
zone, lead to an intent: to induce the eneny into the kill zone.

But how can the eneny be induced into the kill zone? The key to devel opi ng
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an appropriate friendly action is to use the eneny plan structure and create
an equation between what the eneny wants and what the friendlies want the
eneny to do. The eneny plan structure in the bottomhalf of Figure 5 can thus
be used to fill gaps in the friendly plan structure in the top half of Figure
5. W say that the eneny plan structure is being used proactively, because the
assessor attenpts to change the perception of relative strength in the eneny
plan structure, in order to produce a desired eneny intent.

Li ke the predictive plan structure considered earlier, the proactive
structure may be utilized in either a procedural or a know edge-based process.
For an assessor who is not familiar with aspects of this situation, the
structures in Figure 5 may not pre-exist, but nmay be constructed, at least in
part, through an increnental know edge-based process. In this case, the

assessor derives some of the required properties of a kill zone, and/or the
tactics for inducing the eneny into it, froma causal understanding of the
eneny and the terrain. Such a process is not linear or unidirectional. It is a

matter of constructing a friendly plan and a representati on of the eneny plan
in a parallel and mutual ly constrai ned manner

For exanpl e, based on his own defensive m ssion and poor force ratio, an
assessor might initially look for a kill zone defined by only two properties
(an open area with narrow access). Noticing that the open area in the north
satisfies these conditions, he mght formthe intention of inducing the eneny
intoit. To figure out how, he activates a representation of the eneny plan
(the bottom section of Figure 5). The situation assessor begins with a high
| evel Soviet principle or doctrine that determ nes where to go: avoi d opposing
conbat power. In this situation, that principle translates into a high-1eve
eneny goal: to go where there are the least tank killing systens. In ternms of
| ocation, the Soviets have equal capability of going north or south. Thus, if
the Soviets perceive the | east opposing conbat strength in the north, this
plan structure predicts that they will develop and inplenment an intent to go
north. The friendly intent then is determined: to place the fewest tank
killing systenms where they want the eneny to go, i.e., in the northern open
area. In other words, friendlies make thensel ves | ook weak in the north. This
translates into the specific action of putting a light brigade in the north
and a heavy brigade in the south.

Now t he assessor may verify this plan by mentally sinulating it. Sup-
porting this nmental simulation mght be a representation of events in relation
to terrain and tine, as shown in Figure 6. Nunbers in Figures 5 and 6 cor-
respond to the tenporal order of events in the nental sinulation. The nmenta
simul ati on hel ps the assessor notice inportant failures and gaps in his
current plan. First, (items 1 and 2 in Figures 5 and 6), in order to set the
trap, the eneny nust believe that friendlies are weak in the north. They can
only know this through their own reconnai ssance. This will not happen if
friendlies kill all the eneny reconnai ssance. This leads to the friendly
action of not killing all the eneny reconnai ssance. Second, (itens 3 and 4)

t he assessor nust get the heavy brigade north in tinme to neet the eneny there.
How wi Il he know when to nmove it? This inplies an additional requirenent for a
kill zone: that it possess an early trigger point, at which the eneny nust
conmt itself to going north. It also inplies the friendly action of assigning
reconnai ssance to the trigger point. Thirdly, (items 5 and 6) when the
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assessor does nove the heavy brigade north, if the eneny detects the novenent,

they may not enter the kill zone. This inplies the requirenment that the
maneuver area be shielded fromeneny observation. The assessor can now verify
that the terrain initially selected as the kill zone satisfies the two addi-

tional constraints (early trigger point, unobservability) suggested by
knowl edge- based processing. (Mental simulation to verify plans will be
di scussed at greater length in the sections "Mnitoring and regul ati ng
cognitive processes" and follow ng.)

If the assessor is famliar with this type of situation, many of these
steps can occur within relatively automatic, procedural processing. In this
case, structures like Figure 5 and 6 may largely pre-exist and be activated by
features of the current problem For exanple, the defensive nission, poor
force ratio, and know edge that the Soviets are the eneny might activate the
search for a kill zone with pre-defined properties. Rather than being dynam -
cally constructed, Figure 6 mght exist as a ready nmade tenplate (tailored for
a Soviet-style eneny) that the situation assessor applies to the terrain. This
structure consists of four key conponents: an open area, narrow access, an
early trigger point, and the possibility of maneuvering forces to the kil
zone out of sight of the eneny. (Notice that all he really has to look for, in
this conpiled version, is an open area in a particular relation to the eneny
and to nmountains. Muntains serve a triple purpose: narrow ng access, forcing
an early decision to go north or south (a trigger point), and bl ocking
visibility.) Finding a suitable kill zone then directly triggers the actions
of placing the friendly light brigade in the kill zone (the north), the heavy
brigade in an adjacent area (the south), and friendly reconnai ssance at the
trigger point.

Proactive uses of eneny plan structures can take other forms. In this ex-
anple, the friendly strategy was to influence eneny intent by nmanipul ating the
eneny's perception of relative strength. In the section, "Ensuring nodel or
pl an conpl eteness,” we will describe an exanple of a proactive strategy in
whi ch eneny intent was influenced by nmanipul ati ng eneny interests, by disrupt-
i ng comuni cation of goals from higher command (Figure 19a). In that exanpl e,
construction of an adequate proactive plan is supported by a nodel of eneny
pl anning and C activiti es.

Reactive strategy. Figure 7 is an exanple of a reactive use of the eneny
plan structure. In this case, eneny intent is neither being influenced nor
predi cted from hi gher-1level goals and objectives; rather, intent is inferred
fromactions that are already underway to inplenment the intent. (For this
reason, boxes denoting interests, strength and |ocation may be | ess rel evant
and are not shown.) In particular the tinme and | ocation of eneny actions are
often used to calculate the likely time and place of an attack. This cal cul a-
tion is, of course, a prediction; but since it is based on overt eneny
nmovement s rather than pre-existing interest, strength, and location factors,
we choose to regard it as a reactive strategy. In the exanple of Figure 7, the
concl usion serves to notivate friendly decisions to conmit reserves in a par-
ticular place and time to prevent a successful eneny penetration

Li ke predictive and proactive structures, the reactive plan structure can
be used in either procedural or know edge-based processing. The procedural use
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of these structures may be relatively analytic or relatively intuitive. The
analytic case is little nore than the famliar use of nenorized "indicators"
of time and place of attack. The intuitive case involves sensing a pattern of
activity that has been associated with tine and place of attack.

Fi gure 8 shows a knowl edge structure that can support reactive know edge-
based processing. It is an eneny plan execution structure and represents
partially constrai ned precedence rel ati ons anmong eneny actions. For exanpl e,
this diagramindicates that an increase in reconnai ssance activity facilitates
the success of a large nunber of other activities. Simlarly, an increase in
supply activity facilitates a | arge nunber of other activities. Assigning
hi gher echelon artillery to the front echelon attacking unit is a prerequisite
for moving that artillery up, enplacing it, and beginning an artillery
barrage. On the other hand, assigning higher echelon artillery is not a
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necessary precursor for creating a diversionary attack, for cross-attaching
tanks, noving up backup units, preparing air defense, noving up engi neer
assets, etc. Precedence relations of this sort constrain but do not fully
dictate the order in which various eneny actions woul d be expected to be
obser ved.

Figure 8 can be used to infer future observations from present or past
observations. For exanple, if engineer assets are observed being noved up, the
situation assessor can conclude that the engineer assets will subsequently be
enpl aced and used to renmove obstacles. If he has al so observed units nassing
in an of fensive formation, he can conclude that the sector will be narrowed
and that the attack will subsequently take place. Conversely, given a con-
clusion of the tinme and place of attack, the situation assessor m ght work
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backward: for exanple, concluding that radio silence and an artillery barrage
will occur at particular tinmes and places. Thus, conclusions fromsuch a
structure can be used both to construct, and to confirmor disconfirm

hypot heses about eneny intent.

In addition to the partial constraints anbng events represented by Figure
8, continuing experience may lead to direct |inks between events and tine to
attack (represented by the nunbers along the top of the figure). Such associa-
tions mght be weaker than the precedence rel ations anong the events. But they
may afford another way in which this structure could be used to predict and
verify eneny intent.

Situati on assessnent strategies and franes. In sum we have descri bed
three different strategies for situation assessnment: proactive (influencing
the eneny's intent by affecting his interests, strength, or l|ocation), predic-
tive (using know edge of the eneny's interests, strength, and/or location to
predict his intent), and reactive (inferring the eneny's intentions after
observing actions he has already executed in order to realize his intent).
Each of these strategies can be used in a direct, recognitional way, based on
pre-exi sting know edge of the relevant factors and their rel ationships. But
each of themcan also play a role in know edge-based processing. In the latter
case, they each draw on ot her know edge to support the construction of an
eneny plan representation. Underlying our exanpl e of the proactive strategy
was a causal terrain representation of a kill zone. Underlying our exanple of
the predictive strategy was a hierarchical nodel of eneny goals, values, and
actions. Underlying our exanple of the reactive strategy was a tenpora
precedence nodel of eneny plan execution

A frane may be defined as the portion of a decision maker's know edge that
is brought to bear on a particular problem (Beach, 1990). Thus, our discussion
of long-termnmenmory know edge structures has illustrated a variety of dif-
ferent frames. Different situation assessors nmay frame or conceptualize the
sane situation differently: e.g., proactively, predictively, or reactively,
and in terns of eneny goals, terrain, or tenmporal precedence. Mreover, the
sane assessor may bring different frames to bear during different phases of
the assessment process.

Exceptions and epi sodic nenory. Referring back to the nmenory structure
portion of Figure 1, we see that |long-termnenory can store general or seman-
tic structures. It can al so, however, store specific episodes. A key function
of long-term episodic nenory is to record exceptions to the general rules in
semantic menory. Figure 9 represents an exanple fromthe goal structure of
Figure 4. The solid arrows represent the normal or semantic relationships
within this know edge structure. W've added an arrow with a negative sign to
i ndicate that the goal of surprise conflicts with the goal of weakening the
eneny by nmeans of an artillery barrage. Enplacing the artillery within range
of the opposing force is necessary for the artillery barrage, but it may tip
of f the opposing force as to where and when the attack will take place. The
dashed |ines and boxes represent exceptions to the general rule that the
artillery will be enplaced in the region of the attack. The artillery m ght be
placed in a different but nearby region in order to enhance surprise. The goa
of an artillery barrage may be achieved as well, either because the artillery
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is longer range than expected or because the artillery can be noved rapidly at
the last mnute. Episodes in which artillery was not |ocated in the region of
attack woul d be renenbered and tagged with the explanation that applies.

The representation of exceptions within |ong-termmenory plays a key role
in nmental simulation when there is uncertainty about what events will occur,
as we shall discuss later in the section on "Testing expectations and confli ct
resolution.” The appropriate use of exceptions, e.g., to explain unexpected
data, is a prine candidate for training and deci sion aiding.

Inplicit and Explicit Focus: The Situati on Mde

The explicit situation nodel at any given tine is the activated portion or
portions of the assessor's know edge structures. This activated know edge,
however, may not include the entire situation nodel. The situation nodel at
any given tinme also includes inplicit, or less activated, portions of the sane

know edge structures, such as those networks illustrated in Figures 3 through
9. These portions nmay thensel ves becone activated fromtine to tine, either
alone or in conbination with other portions. Figure 10 illustrates this

concept by showi ng how portions of the predictive plan structure in Figure 3
and the supporting goal structure in Figure 4 nmay be coactive at a particul ar
time, constituting the explicit situation nmodel, while the renmai nder of these
two structures, which are inplicit, define the total situation nodel. As we
have already seen,. it also illustrates howthe two structures are |inked by
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patterns of activation, and thus how each structure can nmedi ate connections in
the other. For exanmple, the circled portions of the plan structures on the
left of Figure 10 are linked by their relationship to the eneny's need for POL
in the goal structure on the right.

A situation nodel of the kind illustrated in Figure 10 is basically
propositional. It consists of a set of synbolic structures all of which are
activated at the same tinme. Another type of situation nodel is anal og or
i conic. W have already seen an exanple of such a nodel in Figure 6, the
tenpl ate representing the terrain features for a kill zone. According to
Johnson- Lai rd (1983) nental nodel representations are isonorphic to the
represented state of affairs. As a result of such isonorphismnew rel ation-
ships can sinply be read off the representati on without the need for an
exhaustive listing of represented facts, or for highly abstract rules of
i nference. For exanple, in Figure 6 the distance which the eneny will trave
fromthe trigger point to the open area can be directly conpared to the
di stance that the heavy force nust travel fromthe north up to the open area.

Accordi ng to Johnson-Laird (1983), Kosslyn and Koenig (1992), and others,
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i mages or iconic representations are constructed from underlyi ng permanent
know edge structures. Anal og situation nodels need not represent only spatial
rel ati onshi ps. For exanple, an image or nmental nodel l|ike Figure 11 m ght be
constructed by repeatedly activating the nodes in the tenporal plan execution
structure in Figure 8. Fromthis representation the situation assessor can
directly see that eneny forces should be in position at about the sanme tine

t hat opposing forces respond to an eneny diversion. He no | onger needs to
follow the indirect path forward to time of attack and then backwards to
response to diversion
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Figure 11

Current Epi sodic Menory

Epi sodic menory is the record of past autobiographical occurrences. As we
not ed above, incidents that involve exceptions to a general rule may be
especially well renenbered. Current episodic menory is part of long-term
epi sodic nenory that we single out because it is somewhat nore easily activat-
ed, and because it plays a special role in problemsolving. Current episodic
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menory is a record of the situation nodels or plans that have been sequenti al -
Iy activated in the course of the present problem Figure 12 illustrates this
concept in the context of the predictive eneny plan structure of Figure 3. The
circled part of the lower half of Figure 12 shows "today's" situation nodel as
shown in Figure 10. The circled part of the upper half of Figure 12 shows the
situation nodel that was activated "yesterday." Current episodic nenory keeps
track of the on-going intentions and activities of the situation assessor,
fromadoption of a goal to its success or failure.

Retention of a record of past situation nodels and plans is crucial to
many probl emsol ving and deci si on-maki ng tasks within situation assessnent.
For exanpl e, previously considered and rejected action options may be incor-
porated into a current plan as contingencies or branches, to enable the plan
to handl e unexpected situations (Fallesen, 1993). As another exanple, recal
of previous assunptions is crucial in deciding whether or not to explain away
a new piece of conflicting data. Unfortunately, previous plans and plan
options may be forgotten in the course of an evolving situation, and deci sion
makers often forget the assunptions they have already made in building a
situation nmodel. W will return to sone of these issues in the section on
"Testing expectations and conflict resolution."

The Situati on Assessnent Product

The situation nmodel as we have defined it is the product of situation
assessnent only in a very narrow sense. It is the nonment-by-nonent crystalli -
zation of the assessor's understandi ng. The true product of situation assess-
ment is both nore extensive and nmore externalized. Al though it nmay never be
made conpletely explicit, it is reflected in the conmander's estimate, in his
concept of the operation, in briefings given by the conmander or his staff,
and in the way that the conmander and staff conmunicate with one another. A
shared or overl apping nodel of the situation may be a prerequisite for
successful inplenmentation of the comrander's intent by subordinates and for
successful coordination within a C organizati on (Kahan, Wrley, & Stasz,
1989). The situation nmodel in this wider sense is not all present to m nd,
even inplicitly, at one tine. Its articulation requires repeated cycles
through the situation assessnent franmework (Figure 1), in which previous
situation nodels are retrieved and activated in turn, key conponents are
extracted and conbined with one another, and finally, transforned into a
rel evant external format. The product of this process is the external situa-
tion nodel, which reflects an integrated nulti-Ilevel representation over a
| arge area of space and tine. It consists of the foll owing conponents (e.g.,
Endsl ey, 1988):

! «classification of objects, i.e., individuals, platforms, units, and
organi zations; terrain and weat her features

! integration of objects into patterns, i.e., specification of activities,
pur poses and histories; and

! projection of patterns into the future, i.e., specifying inplications for
one's own goal s and pl ans.
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Actions, Goals, and Val ues

The right-hand pie slice of Figure 1 represents the decision naker's
eval uations of events and actions. In the left-hand pie slice of Figure 1
activation of an event has to do with belief; it means that the event is
occurring, or else that it is being inferred, assuned, or predicted. In the
right-hand pie slice, by contrast, activation of that same event means that it
is currently valued, intended, being considered for inplenentation, or being
executed. The four types of eval uative know edge correspond to different
degrees of relevance to the current situation

Long-term eval uati ons. This represents rel atively permanent know edge
about what the decision maker regards as desirable, inportant, and worth
pursui ng. Like Beach's (1993) value image, it includes the highest |eve
bedrock values (e.g., defeat the eneny with the least loss of life on the
friendly side) and principles (e.g., go where there is the | east opposing
conbat strength, as illustrated in Figure 5; influence eneny intentions before
the fact whenever possible, as illustrated in Figure 2b, proactive strategy).
Its contents may vary in generality; it may include specific goals or even
types of actions, when these are pursued or valued for their own sakes rather
than as nmeans to an end. Eval uations can be represented quantitatively as
degrees of preference, or qualitatively as binary states of affairs or con-

straints. Long-termevaluations are typically "semantic," i.e., they refer to
the val ue of general types of events or states of affairs. But in rare
i nstances, they can be episodic, i.e., referring to a specific, uniquely

val ued event in the past or future; e.g., to avoid one's first defeat in
battl e.

Current episodic goals. These are the decision naker's goals in the
current problem Goals are concrete ways of realizing high-1evel values and
principles. Like Beach's (1993) trajectory image, such goals stretch back to
t he begi nning of the problemand project forward in time to its conclusion. It
may include, for exanple, a series of terrain or engagenent objectives
stretching out in tinme (e.g., "successful penetration of eneny defenses at
phase line x by day d, arrival at objective y by day d+n..." at the top |leve
of Figure 4). These goals extend beyond the i medi ate situation, but provide
its evaluative context. Current episodic goals specify the decision nmaker's
overall set of intentions, the events he or she would |ike to bring about, and
whi ch give a larger neaning to his current actions (e.g., enplacing a PCL
depot) than their specific intents. Current episodic goals are used in turn to
generate plans for the achi evenent of those goals.

Current plan. This is the detailed set of actions and action contingencies
that the decision maker has adopted in the current situation. Like Beach's
(1993) strategic inmage, it includes the specific actions (e.g., "nmove up
followup forces," "enplace artillery,"” look for a kill zone, etc.) undertaken
to realize goals. As we descend to nore specific levels, tenporal relation-
shi ps becone increasingly inmportant. Thus, values and principles are relative-
Iy time independent; goals nay be arranged in a relatively sinple tenpora
sequence or trajectory; and actions require a far nore detailed representation
of durations, tenporal constraints, and contingencies. The current plan may be
represented by a plan structure as shown in Figure 2a, and - at a greater
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| evel of detail - by a plan execution structure as shown in Figure 8. Adoption
of plans depends far nore than values or goals on the assessor's representa-
tion of the specific current situation. An action may be adopted because it is
linked causally to a goal in the situation nodel.

Active part of plan. This is the portion of the current plan that is the
i medi ate focus of evaluation. Such evaluation may occur prior to im
pl enentation as part of the decision maki ng process, or during inplenmentation
by nonitoring an on-going action for its success in achieving goals.

W have noted how the representation of our own val ues, goals, and actions
can take exactly the same formas the representati on of enemny goal structures,
pl an structures, and plan execution structures. Mreover, values, goals, and
actions can be arranged hierarchically in relation to one another in a
structure like Figure 4. Processing in such a structure can be either top down
or bottomup (Beach, 1990). Actions and plans nay be generated and eval uated
based on goals, and nodified or rejected if they fail to achieve them
Simlarly, goals may be generated and eval uated based on val ues. On the other
hand, froma bottomup perspective, goals may be revised if no actions can be
found to achieve them Even high-level values might be revised if they are not
achi evabl e by realistic goals or actions. W will describe an exanpl e of
revising goals in the section, "Conparing options and nodi fyi ng goals."

Deci sion making is sometimes depicted as a sequential process in which
situation assessnment is conpl eted before course-of-action generation and
eval uation begin. But Figure 1 does not inply that know edge about val ues,
goal s, and actions is separate from know edge about the world or the situa-
tion. Indeed, according to recognitional theories, goals and appropriate
actions may be directly associated with the know edge structures that are used
to understand situations. For exanple, Figure 3 showed how prediction of eneny
goals (the need for POL) leads, in the context of the higher-Ilevel val ues
associ ated with a defensive mission, to adoption of the intent to block those
goal s and the action of destroying the eneny POL depot. Moreover, decision-
rel ated know edge structures, like scripts (Schank and Abel son, 1977), enbody
consi der abl e know edge about the environment, as well as about actions and
their consequences. Figure 1 represents procedural processing in terms of
direct links between the activation of situation nodels in the left-hand pie
slice and the activation of values, goals, or actions in the right-hand pie
slice.

I n know edge-based processing, course-of-action selection and situation
assessnent are even nore inextricably intertwined. Initial situation un-
derstanding may lead to the activation of high-Ievel values or goals. Fleshing
out the details of a plan of action, however, nmay require additional el abora-
tion of the situation nmodel. Figure 5 illustrated how the goal of luring the
eneny into a kill zone led to activation and el aboration of a situation nodel
representing eneny doctrine and beliefs. Situation assessnment in this case is
t he nmeans by which the planner converts his goals (e.g., lure the eneny into
the kill zone) into a specific plan (look weak in the area of the kill zone,
do not kill all the enemny reconnai ssance, assign friendly reconnai ssance to
the trigger point, etc.). As the situation nodel is fleshed out, conponents of
the plan are activated, and the overall plan design takes shape. Plans are
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constructed during, not after, situation assessment. Once a plan is formu-
lated, its adequacy is assessed metacognitively by predicting its outcones in
the situation nmodel (Does it achieve relevant goal s?). Coals are assessed in
the same way, by |onger-range predictions in situation nodels (Do the goals
achi eve high-1evel values?) Conversely, the adequacy of the situation nodel is
assessed by reference to its ability to generate, constrain, and eval uate

pl ans and goals. Later, in the section on "Ensuring nmodel or plan conplete-
ness," we will show again how problenms with a plan lead to the el aboration of
situation nodel s.

Whi | e actions, goals, and values are not a separate conpartnment of know -
edge, they do reflect a qualitatively different way of view ng know edge. The
situation assessor needs a representation of how nuch possible states of
affairs are valued, in addition to the representation of how nuch they are
bel i eved. Val ues or preferences are inportantly different from strengths of
belief, and their propagation or pattern of activation through a network wll
be different fromthe propagati on of strengths of beliefs. As we have seen,
each will influence the other. Mreover, once a plan is adopted, if it is
expected to be successful, the actions and outcones of the plan will be ac-
tivated as expected events in the left-hand pie slice. Mreover, the con-
sideration of a plan is an actual event that may be recorded in the |eft-hand
pie slice, as part of the history of problemsolving activity in current
epi sodic nenmory, whether or not it is adopted, i.e., activated on the right
si de.

Structural Constraints

At the nost general |evel, situation assessnment success is constrai ned by
three factors: (1) the inherent unpredictability of real-world events even
with all available know edge; (2) failure to possess potentially avail abl e
know edge; and (3) flaws in the use of the know edge that is possessed. W
will discuss (1) and (2) in the section, "Mnitoring and regul ating cognitive
processes, " where we focus on how netacognition grapples with uncertainty
t hrough adoption of assunptions, activation of know edge, and data coll ection
In this section, we focus on (3): built-in, or structural, limtations on
humans as i nformati on-processi ng systens.

Three types of structural constraints affect the operation of the situa-
tion assessnment nodel (Figure 1). These are shown in Figure 13

! limtations on attention,
! limtations on the activation (or retrieval) of know edge, and
! cognitive effort.
Each of these structural constraints is associated with nethods for nitigating
its effects to at | east sone degree

Constraints on attention reflect the size of explicit focus (or working
menory). These constraints can be nitigated in two ways: (a) D fferent

nmodal ities of representation, e.g., auditory and visual, interfere less with
one anot her than representations of the sane type, e.g., all information
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represented visually (Al port, Antonis, & Reynolds, 1972) (b) A large quantity
of information may be encoded into a single relational pattern, or "chunk,"
and thus may be represented by a single token in active nmenory (Mller, 1967
Newel | & Rosenbl oom 1981). Despite these potential mtigations, constraints
on the total content of attention are significant factors in perfornmance
(Adams, Tenney, & Pew, 1991).

The second structural constraint involves the process of activating
information in long-termnmenory. Such activation may involve errors, i.e.,
both m sses and fal se al arnms. Even when accurate, such activation may take
time. This constraint interacts with the first. If active menory were in-
finitely large, there would be no need for activation fromlong-term nenory.
Conversely, if activation fromlong termnmenory were instantaneous and error
free, constraints on the size of working nenmory would be irrel evant.

This constraint, like the constraint on the size of explicit focus, can be
mtigated. Ericsson and Pol son (1988; Chase and Ericsson, 1981) describe
evidence for a theory of skilled nmenmory, by nmeans of which information can be
rapidly and accurately retrieved fromlong-termmenory. Skilled menory
i nvol ves the use of existing long-termnenory structures to encode new data. A
key point is that retrieval cues are associated with the new material in the
encodi ng stage. Wth practice in a specific domain, encoding of new inforna-
tion in that domain can be acconplished very rapidly. As a result, the new
material can be rapidly accessed in situations that match the retrieval cues
even after long periods of tinme. W suspect that aspects of skilled nmenory
characterize expertise in a variety of domai ns. Nonethel ess, constraints on
| ong-term nenmory access are still critical in non-routine tasks for which
appropriate retrieval cues have not been prepared in advance.

A possible third constraint involves cognitive effort. Mre effort is re-
quired by higher |evel executive processes and |less effort by nore automatic
processes of perception and pattern recognition (Shiffrin & Schneider, 1977).
Effortful processes nmay be common in nmonitoring and controlling the activation
of information in long-termnmenory and its manipulation in explicit focus.

This constraint can be mitigated by extensive practice with consistent
stimul us-response mappings (Shiffrin & Schneider, 1977). Practice in a task
makes it nore procedural or "automatic": Long reasoni ng sequences, which
i nvol ve repeated activation of newinformation in explicit focus, are replaced
by direct stinulus-response |inkages (Anderson, 1982).

A stressor is any event in the actual present environnent which affects
any of these three structural constraints. First, a stressor al nost always
takes up space in active nenory. For exanple, noise seizes attention involun-
tarily; a high risk situation seizes attention because of the stakes or goals
that are affected. Second, a stressor may increase access errors or access
time fromlong-termnenory. For exanple, difficult tasks may thensel ves be
stressors because they inpose the need to activate relatively inaccessible
material in long-termnenory; secondary tasks or stimuli may function as
stressors because they lead to cross-tal k between their own cognitive activity
and activity associated with the primary task. Third, a stressor may consune
mental effort by addi ng executive tasks. For exanple, netacognitive processes
may monitor and regulate the activation and interpretation of information from
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long-termnmenory; alternatively, reasoning may be required to construct a plan
to elimnate the stressor or to avoid situations in which the stressor exists.

Al three types of structural constraints can degrade situation assess-
ment; as a result, the significance of events may be mi ssed and the situation
m sunderstood. In some cases, appropriate know edge structures exist, but they
may not be currently active because of constraints on the size of explicit
focus, or because they have been displaced fromexplicit or inplicit focus by
stressors. |If the appropriate know edge structure is not currently active in
explicit or inplicit focus when a critical event occurs, and if rel evant
retrieval cues have not been associated with the know edge structure, the
significance of the critical event may be m sunderstood (Adans, Tenney, & Pew,
1991). Successful situation assessnment will be limted by the tinme and ac-
curacy of activating the displaced material and by the effort demanded by
met acogni tive control processes. |n other cases, appropriate know edge struc-
tures do not pre-exist at all; appropriate structures nmust be activated and
conbined to construct a situation nodel or plan. In this case, constraints due
to both access and effort are even nore severe.

Monitoring and Regul ating Cognitive Processes

The third maj or conponent of the situation assessnent franework is neta-
cognition: the nmonitoring and regul ating of one's own cognitive processes.
Met acognition primarily supports know edge-based, as opposed to procedural,
processing. Metacognitive skills may be thought of as a set of techniques for
dealing with the structural constraints that limt the effective application
of know edge.

As we saw in the section on "Actions, goals, and values," in sonme cases
there is a direct Iink between the situation, know edge structures that are
strongly activated in that situation, and goals and actions that are as-
sociated with those know edge structures. Such cases have been call ed recogni -
tion-primed decision nmaking by Kl ein (1993), rul e-based behavi or by Rasnussen
(1993), and procedural know edge by Anderson (1982). |In other cases, however,
previ ous experience does not provide a ready-nmade response or problem sol u-
tion. As a result, know edge-based processing is far nore affected by each of
the structural constraints discussed in the previous section. Know edge-based
processing is characterized by the follow ng features:

! The know edge structures that nust be accessed may exceed the capacity of
inmplicit or explicit focus, and thus require repeated cycles of activating
| ong-term know edge, extracting or abstracting rel evant conponents of
i nformation, and integrating those conponents into an evol ving situation
nmodel or plan.

! An adequate nodel or plan may require the activation of information that
isonly indirectly or tenuously linked to the present situation; it may
also require the integration of know edge structures that are not strongly
I inked to one anot her. Know edge-based processing is thus constrai ned by
limtations on the accuracy and tineliness of |ong-termmenory activation

I Knowl edge- based processing is nore effortful and tinme consumi ng than
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procedural processing, since it typically involves netacognitive activity
to support the activation and mani pul ati on of |ong-term nmenory know edge.

One function of nmetacognition in the RRMframework is to determ ne when
and if know edge-based processing is required or justified, because of
available tinme, the costs of errors, and i nadequaci es in the procedura
appr oach.

Two additional functions of metacognition provide support for know edge-
based processing once it is undertaken. By definition, know edge-based
processing is indirect. The required know edge is not all present in explicit
or inplicit focus, nor is it linked to the situation by direct retrieval cues
(as in skilled nenory). The required know edge nust be searched for, ac-
tivated, and perhaps abstracted and conmbined with other information in order
to produce a solution. Know edge-based processing can thus benefit from (1)
control over the way in which know edge is searched for and mani pul ated, as
opposed to random "free association;" and (2) verification of the solutions
that result fromthis process. These processes reflect nmetacognitive skill.

Fi gure 14 shows how netacognitive skills support know edge-based behavi or
It expands the component of Figure 1 |abeled nmonitoring and regul ating. As
al ready noted, the three major functions of nmetacognition in this franework
are

a. to determ ne whet her nore extensive know edge-based processing is jus-
tified,

b. to verify the adequacy of the current situation nodel and/or plan, and

c. to facilitate inprovenents in the current situation nodel or plan.

Since the primary purpose of nmetacognition in this context is to support and
extend recognitional behavior, we refer to Figure 14 as the Recogni -

tion/ Metacognition nodel. W now consider the three major functions of

met acognition in nore detail.

Control and Quick Verification

This step asks three questions: (1) How nuch time do | have before it is
necessary to conmt to a decision? (2) How high are the stakes of an error?
And (3) is there any reason to doubt ny initial understanding or plan for this
situation? In quick verification, reasons for doubt are straightforward and do
not require extensive activation of long-termnenory; e.g., the situation is
relatively unfam liar or atypical in sone way, or the assessor is already
aware of a problemw th the nodel or plan, such as inconpl eteness, unreliable
data or assunptions, or conflicting data or opinions. If the answer to any one
of the three questions is no (i.e., notime is available, or the stakes of
maki ng an error are low, or the situation is highly fanmiliar and typical and
no probl enms have been identified), then no further netacognitive processing is
requi red. Procedural processing is adequate or necessary. Figure 3 provides an
exanmpl e, in which recognition of a situation involving the goal of eneny
advance directly activates the eneny goal of laying in POL and the friendly

32



intent to destroy it.

According to Klein (1993), rapid recognition-prinmed decision nmaking is
expect ed under conditions of high tinme pressure. According to Connolly and
Wagner (1988), it may occur when there is | ow cost of an error. According to
both Kl ein and Rasnussen, it is expected in highly famliar situations, or
from deci sion makers with high levels of expertise. These three characteri s-
tics correspond to the three questions posed by the control and quick verifi-
cation step. If any of these conditions is satisfied, no further verification
or facilitation takes place (Figure 15). The initial nodel or option is
accepted. An inplication of this observation is that even in the nost rapid
recogni tion-prined process, quick verification nust be included. Quick
verification nay operate in a managenent by exception nmode, working in
parallel with direct procedural processing, but inhibiting the execution of
the response if problems are found. The quick verification step is, as the
name inplies, extrenely rapid and virtually automati c.

Skilled quick verification nay contribute to differences in perfornmance
bet ween experi enced and i nexperienced deci sion nakers. One such difference
concerns the timng of decisions. For exanple, in research on ship-based anti-
ai r engagenent decisions (Cohen, 1993), critical incidents involving engage-
ment deci si ons agai nst approaching targets of unknown identity or intent were
anal yzed . More experienced officers tended to wait |onger before deciding to
engage than | ess experienced officers. The nmore experienced officers were nore
likely than the inexperienced officers to explicitly estimte the anount of
time available for decision making (e.g., before the target was likely to
attack, or before own ship weapons would be unable to counterattack). In a
study of the comrercial air context, Orasanu (1990) found simlar differences
in the performance of cockpit crews flying a sinulated 737 scenario. There was
a tendency for better performng air crews to take nore tine for decision
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maki ng when such tine was avail able, but when time was associated with un-
necessary risk, better performng crews acted sooner

Full Verification

If quick verification fails (because tinme is available, the stakes are
high, and there is reason to doubt the initial solution), netacognitive
processing continues. The next step depends on the reasons for doubting the
nmodel or plan. If the situation is atypical or unfamliar, but no specific
probl em has been definitely identified, the process of full verification
begins to | ook for specific problens. Full verification consists of one or
more of three highly intertw ned conponent processes.

I nconpl et eness. The first process tests for inconpleteness or gaps in the
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nmodel or plan, and for data which the nodel or plan have not taken into
account. The nethods used in the test for conpl eteness may include, for
exanple, nmental sinulation of future events based on the current nodel to
determine if it accounts for all the observed data, or to determine if it
predicts future events at the required | evel of detail (e.g., to support
generation of an adequate plan). A plan might be nentally simulated to nmake
sure that it achieves all relevant goals. Gther tests for inconpleteness

i nclude use of a checklist, a tenplate, or standard operating procedure which
details the nodel or plan conponents, or the steps that nust be followed in
produci ng a nmodel or plan.

Know edge- based and procedural processing differ in the relationship
bet ween situati on assessnment and courses of action. In know edge-based
processing, the initial situation nodel is not directly associated with an ac-
ceptabl e course of action. Neverthel ess, the situation nmodel is usually as-
sociated with constraints on possible courses of action. As the situation
nodel becomes nore el aborated, the nunber of constraints increases, until a
singl e acceptabl e course of action is inplied. Thus, tests for the conplete-
ness of an action or plan can be an inportant driver of situation nodel
construction. The situation nodel continues to be extended until at |east one
full course of action, at the level of detail required by current goals, has
been generated based on that nodel.

There i s abundant evidence in the cognitive psychology literature that the
el aboration of situation nodels can be driven by the task, i.e., by the goals
or plans of the problem solver. Pennington and Hastie (1988) have shown that
jurors construct stories to explain evidence in such a way that verdict
categories can be nmapped onto the stories. Collins, Brown, and Larkin (1980)
have shown that proficient readers nonitor their conprehension to a degree
that is required by the purpose with which they are reading. Voss et al
(1991) showed that experts, but not novices, described an internationa
situation in enough detail to constrain the foreign policy reconmendations
that they were tasked to provide. Even in verbal object classification, the
task influences the level at which objects are categorized (Cruse, 1977). In
verbal recall studies, the task determ nes the depth at which text is encoded
(semantic or superficial), and this in turn determ nes how nuch is recall ed
(Crai k & Lockhart, 1972).

Klein (1993) has argued that in recognition-prined decision naking, courses
of action are generated and eval uated one at a tinme, by contrast with the
generation and conparison of multiple options prescribed by anal ytical nodels.
The nost obvious reason for this is the association of situation nodels wth
typi cal responses in procedural processing. But generation and eval uati on of
singl e courses of action occurs in know edge-based processing as well. The
reason, according to the RFMnodel, is that courses of action are not so much
retrieved as designed, through an iterative process of assessing the situa-
tion, extracting constraints on action, evaluating the resulting plan, and
reassessing the situation to extract nore constraints. Such a process coul d
not be efficiently conducted for nore than one plan at a tine. Formal nodels
that insist on consideration of multiple options may divert effort fromthe
nmore productive task of understanding the situation well enough to design a
singl e appropriate plan.
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Unreliability. A model or plan may be conpl ete but based on shaky data or
prem ses. The second full verification process involves testing for unreliable
data or assunptions. Methods used in this step include retracing steps of
reasoni ng while | ooking for key assunptions that may be weak or unsupported.
Mental simulation of a nodel or plan may reveal that the nmodel can predict
actual data, or the plan achieve all goals, only if certain unproved assunp-
tions are made. Verification of reliability may also include a devil's
advocate strategy, attenpting to generate situations that are contrary to
those predicted, alternative interpretations of cues, or alternative neans to
achi eve the sane goals. The existence of these alternatives can revea
assunptions underlying the current nodel or plan.

Virtually any expectation, however certain it may appear, depends on
assunptions of one kind or another. As just noted, an effective method for
uncovering such assunptions is to inage that the expectation is not true, and
try to explain how that could be. Figure 9 can serve as an exanple. Usually,
we expect the eneny to place artillery in the region where they plan to
attack. Imagining that artillery is placed in a region other than the region
of attack can stinulate recognition of hidden assunptions in the usua
expectation, i.e., that the artillery is limted in range and in nobility.

There is evidence fromthe problemsolving literature that experts are nore
concerned than novices to verify solutions. For exanple, physics experts use
abstract representations of a problemto check their results (Chi, daser, &
Rees, 1982; Larkin et al., 1980). Experienced physicians were found by Patel
and Groen (1991) to spend nore tine confirmng their diagnosis than |ess
experienced doctors. Klein (1993) has proposed that an initial recognitiona
response to a situation may be subjected to a process of progressive deepen-
ing, inwhichit is evaluated and nodified if necessary. Progressive deepening
can involve tests for conpleteness or reliability of the course of action. In
the context of Naval anti-air warfare decisions (Cohen, 1993), we found that
nmore experienced officers not only waited | onger before engagi ng an unknown
contact, but adopted contingency plans (enabling very rapid engagenent in case
of a hostile act) to nmitigate the risk of doing so. Orasanu (1990) found in
the commercial air context that proficient air crews were nore likely to
utilize | ow workl oad periods during the cruise phase to prepare contingency
pl ans for anticipated high workl oad situations.

Conflict. A situation nodel or plan may be conplete and may invol ve no
obvi ous unreliable data or assunptions. However, a situation nodel may
conflict with observed data, or there nay be nore than one nodel that fits the
data about as well. Simlarly, a plan may fail to satisfy inportant goals, or
there may be nore than one plan that satisfies the relevant goals. Another
full verification function, therefore, involves discovering conflicts between
nmodel s and data or between plans and goal s, and/or the existence of alterna-
tive nodels or plans. An inportant nethod invol ves generating expectations
based on the nodel or plan, e.g., by nmentally simulating future events. New
data are conpared with these expectations to see if they fit (Noble, 1993).
O her nethods for uncovering conflict include the devil's advocate strategy
descri bed above, explicitly adopting different points of view (e.g., getting
into the mind of the eneny, or looking at the situation fromthe point of view
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of a higher echelon or adjacent unit comrander), or explicitly asking others
for their points of view (e.g., staff menbers, adjacent, upper, or |ower
echel on staff or comranders).

Experts may be better than novices in discovering the existence of con-
flict. In the Naval anti-air warfare context (Cohen, 1993), nore experienced
of ficers were better able to generate alternative interpretations of cues
regarding target identity or intent.

Facilitation

If no specific problemwith the nodel or plan is identified by either quick
verification or full verification, nmetacognitive processing in the current
cycle is complete. But if a specific problemis found, the third najor
function of netacognition is enlisted: facilitating the construction of an
i nproved nodel or plan. Watever the problemthat is discovered, three nethods
are available to solve it:

1. Collecting nore data to fill gaps in the nodel or plan, confirmor dis-
confirman assunption, or to resolve conflict

2. Activating existing know edge in long-termnmenory, for the same purposes

3. Adding assunptions to fill gaps or resolve conflict, and droppi ng assunp-
tions when they appear unreliable

Met acognitive processes play a role in choosing anmong these processes, and in
regul ating the process that is chosen: (1) in selecting the amount and type of
data collection, (2)in directing the search for know edge in |ong-term menory,
and (3) in adjudicating anong conpeting possi bl e assunpti ons.

Data collection. Sonetines there is time and opportunity to coll ect
additional data to flesh out or resolve anbiguity in a nodel or plan, or
confirmor disconfirmdoubtful assunmptions. The decision to collect nore data
rather than sinply think about the probleminvol ves nmetacognitive judgnments
regardi ng the anount of available time, the cost and potential risks of data
collection, and the trustworthiness of infornation sources.

Know edge activation. Metacognitive processes are crucial in guiding the
serial activation of know edge in |ong-termnmenory. This search may be thought
of as controlled spreadi ng activation (Lange, 1992). In standard spreadi ng
activation, inputs propagate through a network, causing changes in the
activation of connected nodes, until the network settles into an equilibrium
state. In know edge-based processi ng, however, executive processes determ ne
whi ch conponents of the current nodel will be attended, thus influencing the
portions of long-termnenory likely to be activated next (McCelland &

Rurel hart, 1986). The values of the attended nodes are fixed, or clanped, at a
hi gh level of activation (in effect, accepting themprovisionally or by
assunption) in order to explore their inplications. In the next cycle, new
nodes may be cl anped, and so on, until know edge is activated that satisfies
the goals of the search (or quick verification determnes that tinme has run
out). GCeneric know edge structures may partially guide this search. For
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exanpl e, situation assessors nay attenpt to activate know edge correspondi ng
to the nodes of a generic eneny plan structure (Figure 2b). Different asses-
sors will frame the situation differently depending on which of these nodes
they attend to first. Sonme may focus attention on know edge of terrain, others
on knowl edge of eneny strength, others on know edge about eneny goals, and

ot hers on know edge of eneny actions.

Met acognitive control may influence search in another way, by deternining
its tenperature (H nton & Sej nowski, 1986), i.e., by adjusting the degree of
simlarity required for a match between patterns in active nmenory and stored
structures. At high tenperatures, the activation net is case wide, and far-
fetched i deas have a significant chance of being considered. At |ow tenpera-
tures, an idea nust have a very high degree of association with currently
active beliefs to have a chance of being activated. H gh tenperatures nmay be
crucial, for exanple, when all nmodels in the current episodic nenory are
contradi cted by the data, or when no active plan adequately achi eves inportant
goal s.

Adj usting assunptions. If data collection is infeasible because of limta-
tions in resources, time, or sources of information, and if definitive
knowl edge is not available or cannot be accessed fromlong-termmenory, the
situation assessor may revise his interpretation of the information he has.
Met acognitive processes are crucial in the interpretative process of eval uat-
i ng and revising assunpti ons.

Assunptions can be defined in two conpl enentary ways (Cohen, 1989):

a. An assunption is a belief that is not fully or directly supported by
evi dence.

b. Assunptions are beliefs that are likely to be retracted in case of conflict
with other beliefs.

Absence of direct support (in definition a) can occur for different reasons:
The belief may be highly inferential by nature; there may sinply be no direct
evidence for that type of belief (e.g., inferences about certain elenentary
particles in physics). Aternatively, direct evidence may be possible in
principle but sinmply not available on this occasion (e.g., assunptions about
the reliability of a new sensor or human source of information, or the
continued validity of a dated observation). Finally, direct evidence may be
possi bl e and avail abl e, but sinply not yet collected. In connectionist terns,
an assunption is a node that becones activated through indirect links to other
activated nodes, rather than direct links to sensory input. (Either direct
links to sensory inputs do not exist, or they are not activated on this
occasi on.)

The second definition of an assunption follows fromthe first: Because an
assunption does not have direct support of its own, it is sensitive to
indirect indicators of its validity, such as consonance with other beliefs. In
cases of conflict, beliefs with direct support are less likely to be withdrawn
t han assunpti ons.
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In both senses, being an assunption is a matter of degree (Cohen, 1986).
Thus, a concl usi on about the eneny's intended | ocation of attack, based on
such indirect indicators as the direction of novenent of the |eading force,
woul d depend relatively heavily on assunptions; a conclusion about intent
based on massing of forces and enpl acenent of artillery would rely | ess
heavi ly on assunptions; and a concl usi on based on the initiation of an ar-
tillery barrage and novenent of close-in troops in battle formation might be
even | ess assunption-like.

Know edge- based reasoni ng often produces a nmix of firmbeliefs and assunp-
tions. As noted in the section on "Mnitoring and regul ating cognitive
processes, " know edge-based reasoni ng often involves the activation of
information that is only indirectly linked to the current situation. The
rel evance of this information to the current problemw Il typically depend on
numer ous assunptions (nore assunptions for high-tenperature reasoning, fewer
assunptions for |ow tenperature reasoning). Such assunptions mght pertain to
the simlarity of a recalled episode to the current problem the applicability
of a prototype or general explanatory schema, the conpatibility with one
another of different lines of reasoning that are conbined for the first tine,
and so on. Assunptions of one kind or another are inevitable if decisions are
to be made. Know edge-based reasoning relies in a crucial way on assunptions
of this kind in order to fill gaps in situation nodels and pl ans.

Deci sion makers think and act as if assunptions were true until there is
some reason to doubt them Conflict between data and a situation nodel, or
bet ween two conpeting nodel s, provides such a reason for doubt. Conflict
i ndicates that at |east one of the beliefs involved in building the nodels or
interpreting the data was false. Conflict may thus trigger a netacognitive
process of exposing and questioni ng assunptions. Qher things being equal, the
nmost assunption-like belief, i.e., the least directly and fully supported
belief, will be dropped. Wen nore than one assunption is not well supported,
other nore subtle factors nmay also play a role. For exanple, an assunption
that is central to a larger variety of inportant conclusions across a | arger
range of situations has nmore indirect support and is nore useful; such an
assunption is perhaps less likely to be dropped than an assunption that has
been adopted on an ad hoc basis for a particular problem Sinmlarly, an
assunption that has conflicted with other beliefs in other situations has nore
i ndirect disconfirmation, and may be nore likely to be dropped.

The process of revising beliefs to explain conflict requires a variety of
met acognitive skills: awareness that conflict exists, an ability to uncover
inmplicit assunptions that have created the conflict, sufficient awareness of
the structure of one's beliefs to identify the assunptions that are central to
a variety of nodels and plans, and recall of past episodes in which the sane
beliefs may have led to a conflict. Finally, the process of assunption
revision calls for a balance between the plausibility and the power of the
resul ting nodel s and pl ans.

Pat hs Through the Framework

In this section, we exam ne how situation assessors operate within the
framework of Figure 14. In know edge-based processing, many different paths
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through the situation assessnent framework rmay be fol |l owed, dependi ng on the
type of problemthat is discovered in each cycle and the solution nethod that
is adopted. W will describe a way to anal yze any given path in terns of the
el ement ary sequences of cognitive events into which it can be deconposed. Each
el ementary sequence consists of a single result for verification questions
(i.e., an identified problen) and a single choice of facilitation efforts (to
solve the problem. Certain sequences are likely to be conbined into a path,
because of the way that solving one kind of problemcan give rise to new

probl ens of a different kind.

Pat hs through the framework are not explicitly chosen or conscious strate-
gies. Rather they may result fromlocal choices of what to do next. Metacogni-
tion invol ves response to and regul ation of other cognitive processes (e.g.,
menory search, nodeling of own or eneny val ue/action structures, node
expansion, analysis, etc.), but the situation assessor need not be able to
verbalize either his awareness of the other cognitive processes or the
met acogni ti ve processes which nonitor and regul ate them (Gavel ek & Raphael
1985). In short, metacognition itself can be relatively intuitive and aut omat -
ic. It may draw on know edge structures (which contain know edge about other
cognitive processes) which have evol ved through | ong experience in a domain.
On the other hand, metacognitive processes can also be relatively anal ytical,
utilizing explicitly taught (or self-taught) nethods for verifying and
facilitating probl em sol ving.

The three types of problens explored by Full Verification are shown in
Figure 16 as three points on a triangle. They represent nodel or plan i ncom
pl eteness, unreliable data or assunptions, and the existence of nore than one
conflicting nodel or plan. Figure 17a shows how the solution of one of these
problens by Facilitation may sonetines lead to the creation of another. The
new probl em may then be detected and addressed in a subsequent iteration of
the Full Verification step. In know edge-based processing, many different
paths through the RFMframework may be foll owed, depending on the type of
problemthat is discovered in each cycle and the steps that are taken to
correct it.

For exanpl e, gaps in an inconplete nodel plan may be filled by naking
assunptions (shown by the arrowfroma to b in Figure 17a), e.g., that the
eneny will adopt the worst-case course of action, that a sensor is working as
it is supposed to, or that a dated observation is still correct. Conflict
among different items of evidence may al so be resol ved by adopting assunptions
(shown by the arrow fromc to b in Figure 17a), e.g., about the unreliability
of one or the other of the conflicting data sources. Assunptions nay therefore
be justified and necessary in order to arrive at a conplete and coherent story
that expl ai ns observed events. Too many such assunptions, however, can lead to
trouble. They may blind the decision naker to better hypotheses or plans. In a
subsequent verification cycle, the situation assessor (drawi ng on current
epi sodic nenmory) may realize that the current nodel or plan is based on too
many unreliable assunptions. |f he corrects this problem by dropping the
unreliabl e assunptions, the result nmay again be an inconpl ete nodel or plan
(arrow fromb to a), or a set of conflicting nodels and plans (arrow fromb to
c). The arrows between a and c represent changes in the way concl usions are
formul ated, without changes in either assunptions or data. Thus, an inconplete
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nmodel or plan may be fleshed out by listing multiple conflicting pos-
sibilities; conversely, conflicting nodels or plans may be resol ved w t hout
assunptions or new data by dropping all but the conmmon el enents, i.e., by
nmoving to a nmore general but inconplete nodel or plan.

In a fundanental sense, all the points inside the triangle of Figure 16
represent the same degree of uncertainty, expressed in different ways (Cohen,
Laskey, Vane, MlIntyre, and Sak, 1989). The deci si on maker can nove downward
in the space toward a single precise belief (i.e., a conplete and coherent
story or plan) by adopting assunptions, and upward again by droppi ng assunp-
tions; he can nmove left or right by selecting a desired | evel of generality or
specificity. But these choices do not change the basic degree of uncertainty.
It is the height and width of the triangle, i.e., the leeway for interpreta-
tion, that represents uncertainty itself in this diagram

O course, Facilitation need not always | eave uncertainty unchanged. Addi -
tional data or know edge activated fromlong-termmenory, may fill in gaps in
an i nconpl ete nodel or plan, determine the reliability of an assunption, or
resol ve conflict between conpeting nodels and plans. This case is depicted in
Figure 17b by shrinking the size of the triangle. The smaller the triangle,
the less the total uncertainty, whether it happens to be represented by i ncom
pl eteness, unreliability, or conflict. New data or firmbeliefs dimnish a
deci sion maker's freedomto nmake assunptions, along with the need to do so.

Figures 17a and 17b reflect two sides of problemsolving. Adanms & Feehrer
(1991) summarize the Qdyssey curricul umas teaching students how to make
probl enms sinpler. "Watever it is, it can be understood" (p. 80), they say, by
sone conbi nation of interpretation and new information. Figures 17a and 17b
represent this duality: the conplenentary power of assunptions and know edge.

In the rest of this section, we will describe detail ed exanples, from
actual incidents, of the paths that can arise from conbi nations of these
sequences. Figure 18 provides a key for the synbology in the charts to follow.

Ensuring Pl an Conpl eteness and Reliability

As noted above (in the section on "Full verification"), the test for plan
conpl eteness is a significant driver of situation nodel elaboration, until at
| east one full course of action, at the level of detail required by current
goal s, has been generated. Klein (1993) has proposed that an initial recogni-
tional response to a situation may be subjected to a process of progressive
deepening, in which it is evaluated and nodified if necessary. In the follow
i ng exanpl e, we enphasize: (1) that progressive deepening can involve tests
for conmpleteness and reliability, and (2) that the primary vehicle for
el aboration or nodification of courses of action is el aboration of the
situation nodel - through activation of additional know edge.

The path illustrated in Figures 19a and 19b contains the following two
el ement ary sequences, corresponding to cycles 1 and 2, respectively:

1. Verification = inconplete plan; Facilitation = activate LTM know edge to
el aborate situation nodel, trigger associated action
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2. Verification = unreliable assunptions in associated action; Facilitation =
activate LTM know edge to el aborate situation nodel, trigger actions that
forma nore reliable plan

Fi gures 19a and 19b show a series of situation assessnent cycles which are
typical in progressive deepening. In this exanple the initial situation nodel
and plan is based on a proactive plan structure. The friendly side has an
of fensive m ssion and the goal of planning an attack. They al so have a force-
si ze disadvantage. This leads to an intent, on the part of this situation
assessor, to increase friendly relative strength by attacking the eneny's
center of gravity. Quick verification reveals that this plan is inconplete:
Because of this relative unfamliarity with this eneny, the situation assessor
does not know where the eneny's center of gravity is. To facilitate an
i nproved pl an, causal nodels regarding the eneny are activated in order to
di scover a likely center of gravity. The situation assessor chooses to exam ne
know edge structures characterizing eneny planning/C activity. A very sinple
nmodel of this sort is activated in cycle 2. In this nodel, the eneny Arny
conmmander is represented as nmaki ng operational plans, and the division
commander is represented as carrying themout with little initiative. This
i medi ately suggests that the eneny Arny conmander is the center of gravity,
and this in turn leads to the friendly plan of knocking out the eneny Arny
comander .

A quick verification of this solution reveals no obvious problenms. However,
time is avail able, stakes are high, and this is an unfanmiliar situation. Thus,
fuller verification is undertaken. The conmander and his staff nmentally
sinmulate this plan, adopting a devil's advocate approach. Two problens are
found. First, the plan may fail in knocking out the Army commander, and
second, even if the Arny commander is knocked out, the division conmmander nay
be able to continue inplenmenting the original plan. To facilitate an inproved
pl an, the causal know edge structure representing enemy planning/C activity
i s expanded. (Such expansion may occur, in connectionist terms, by activating
weaker and more di stant associations.) The nore el aborate eneny pl anni ng/ C
activity structure includes a new node representing the Arny comrander's
communi cation both of his plans and of replanning information to the division
conmmander, and anot her node representing steps taken by the division comrander
to execute the plan. These new nodes are associated with two new friendly
actions: jamm ng communi cati ons between the Arny division command post, and
preventing the division commander frominplementing the plans, e.g., blocking
t he novenent of division troops.

In this exanple, an initial plan was found to be inconplete and was fl eshed
out. The fleshed out plan was then found to depend on doubtful assunptions,
e.g., regarding the execution of the plan and its outcones. These doubtfu
assunptions were then bol stered by adding additional actions to the plan. Each
step of inproving the plan involved further elaboration of the situation nodel
upon which it was based.

As noted in the section on "Long-termmenory", cycle 1 of this exanple is

another illustration of a proactive eneny plan structure. In the earlier
example (Figures 5 and 6), the problemwas franed in ternms of a terrain
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pattern corresponding to a kill zone, and an effort was made to influence the
eneny's perception of relative strength. In this exanple, the problemis
franed in terns of the eneny's planning/C activities, and an effort is nmade
to reduce eneny strength. Mreover, in the action of janmm ng conmuni cation of
orders fromthe Arny to the division, the assessor proactively influences the
di vi sion's goal s.

Testi ng Expectations and Conflict Resol ution

An unreliable situation nodel may be tested by generating predictions and
conparing themto data. However, such tests are not cut-and-dried. Even when
data appear to clash with the nodel, it is possible to find other interpreta-
tions of the data that restore consistency and save the nodel fromfal -
sification. The first exanple in this section represents the follow ng path,
corresponding to cycles 1, 2 and 3 in Figures 20a, 20b, and 20c:

1. Verification = unreliable nmodel; Facilitation = collect data to confirm
assunpti ons

2. Verification = conflict between data and nodel; Facilitation = adjust
general assunption about neaning of data to resolve conflict

3. Verification = unfamliar interpretation of data, find unreliable assunp-
tions underlying data interpretation; Facilitation = adjust specific as-
sunptions underlying data interpretation

In cycle 1 of Figure 20a, a predictive eneny plan structure has been used
to infer that the eneny Army will attack in region x. Data in support of this
concl usi on are sonewhat sparse, leading to a nmetacognitive decision to collect
data in order to test this prediction. A tenmporal plan execution structure of
the kind shown in Figure 8 is used to generate the further prediction that the
eneny division will nove its comrand post forward in region x. However, the
eneny divi sion comand post is not in fact observed in region x. In other
words, verification by collecting additional data has led to a new probl em
conflict.

The conflict is detected by Quick Verification in cycle 2 (Figure 20b).
Facilitation now has a choice: It can accept this conflict at face val ue and
drop the belief that the eneny will attack in region x. Aternatively,
Facilitation can | ook for sone other explanation of the failure to observe the
conmand post. Facilitation chooses to at |east explore the possibility of
alternative explanations of the conflicting data.

A new cycle of verification (cycle 3, Figure 20c) focuses on the validity
of the conflicting evidence: i.e., alternative possible explanations of the
failure to observe the conmand post in region x. In order to generate such
expl anations, the eneny planning/C activity structure is el aborated, fleshing
out causal connections between the Arny intent to attack and the novenent of
t he division command post. This causal structure supports the activation of
exceptions, or alternative causal paths, as shown in Figure 20c. Each of these
exceptions provides a potential reason for the failure to observe a division
conmand post in region x, even if the intent of the Arny is to attack in
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region x. Thus, the Arny may fail to assign reconnai ssance responsibility to
the division; instead, the Arny may either take over the division or coor-
dinate with the division, in either case perform ng the reconnai ssance itself
by air or by train. Even if the division is assigned reconnai ssance respon-
sibility, it may decide that the requirenment for surprise outweighs the
benefits of reconnai ssance, and thus drop the reconnai ssance m ssion. Alterna-
tively, the division commander rmay deci de to performreconnai ssance, but
attenpt to increase the probability of surprise. He may thus nove the person-
nel but not the equipnent associated with the comrand post, or he nmay decide
to take over an already existing forward echel on command post. Finally, the
di vi si on commander may decide to nove both personnel and equi pnent, but the
plan may fail because of destruction of the comand post enroute.

The sinpl est explanation of the failure to observe the conmand post in
region x involves acceptance of the possibility that the conmand post was
destroyed enroute. This exception involves the | east disruption of the nornal
picture of the eneny planning/C activities. Thus, the Arny is regarded as
assi gni ng reconnai ssance responsibility to the division as usual, the division
is regarded as perform ng the reconnai ssance function as usual, and the
division is regarded as novi ng both personnel and equi prent in the comand
post as usual. The break in the normal chain occurs at the | ast possible step
In this way, the initial "story" represented by the predictive eneny plan
structure at the top of Figure 20a is preserved, with only a minor winkle in
the plot. (Another possibility woul d be that the eneny successfully noved the
command post, but that friendlies failed to observe it because of canoufl age,
low visibility weather conditions, etc. This was not regarded as a plausible
possibility in the present exanple.) In fact the entire el aborated eneny
pl anni ng/ structure shown in Figure 20c was not activated all at once by the
situation assessor. Rather, the first exception generated was the one invol v-
ing the destruction of the command post. Only when the situation assessor was
told this was not the case, were further alternatives generated. In general,
the pattern of activation of this structure was fromthe bottomto the top,
i.e., starting with mnimal disruption of the nornmal pattern of events and
continuing on to increasingly fundamental alterations.

As noted, the exanple in Figure 20 illustrates how verification of the
reliability of a nodel by collecting new data can | ead to the new probl em of
conflict. In this case, the initial analysis suggested that the enemnmy woul d
attack in region x while the failure to observe the conmand post in region x
suggested that they woul d attack el sewhere. The exanple illustrates further
how conflict can be resolved by adopting a new assunption: that the comand
post was destroyed. The el aboration of the nodel represented by the new
assunption constitutes the sinplest and nost plausible overall story.

Conflict can also arise at the very earliest stage of the situation
assessnent process. The next exanple (cycle 1, Figures 2la, 21b) illustrates
this, along with some other processes that may contribute to resolving
conflicting data. It contains the follow ng el ementary sequences or cycles:

1. Verification conflicting data; Facilitation = adjust assunptions

2. Verification = conflict between data and nodel; Facilitation = adjust
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general assunption about neaning of data to resolve conflict

3. Verification = unfamliar interpretation of data, find unreliable assunp-
tions underlying data interpretation; Facilitation = adjust specific as-
sunptions underlying data interpretation

4. Verification = conflict; Facilitation = adjust assunptions

5. Verification = conflict between data and nodel; Facilitation = adjust
general assunption about neaning of data to resolve conflict

6. Verification = unfamiliar interpretation of data, find unreliable assunp-
tions underlying data interpretation; Facilitation = adjust specific as-
sunptions underlying data interpretation

7. Verification = conflict; Facilitation adj ust assunptions

8. Verification = conflict; Facilitation = adjust assunptions

9. Verification = unfamliar interpretations of data, find unreliable assunp-
tions underlying data interpretations; Facilitation = adjust overall sets
of assunptions underlying data interpretations

Cycles 2 and 3, and 5 and 6, illustrate the kind of deliberative conflict
resolution already seen in the previous exanple, in which the decision first
deci des to assume the evidence doesn't have its usual neaning, and then (in a
second cycle) finds a way to make that decision stand. By contrast, cycles 4,
7, and 8 illustrate a nore autonmatic single-cycle process of conflict resol u-
tion, in which evidence is sinply recognized as having a different nmeaning. In
these cases, the alternative neanings of the evidence are already relatively
active in nenory and do not need to be searched for. Finally, cycle 9 il-
lustrates an (unfortunately rare) deliberative process of making sure that too
much conflicting data have not been expl ai ned away.

Fi gure 2la provides an exanple in which the initial information gives rise
to conpeting eneny plan structures. The initial evidence can be explained in
two ways, just as jurors in Pennington and Hastie's (1988) research nay
consi der conpeting stories to account for courtroomevidence. In the first
story, consideration of enemy principles and goals both point towards an
attack in the south: There has been nore success in the south, and Sovi et
doctrine is to exploit success; and the nost likely specific objective of the
eneny's advance is to take Frankfurt. Considerations of strength are con-
sistent with an attack in the south, i.e., the best supply centers are | ocated
in the south. Finally, considerations of |ocation are also consistent with an
attack through the south: The terrain in the south provides the best support
for armor movement, and the best roads to Frankfurt go through the south.

The alternative story focuses on strength and | ocation. Forces are stronger
overall in the north, and the commander in the north is superior to the
comrander in the south. In terns of |ocation, the forces in the north have
better skills at river crossing. These two factors support an attack through
the north.
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Quick verification reveals that these plan structures are conflicting, and
the facilitation process tries to find a coherent explanation that can account
for all of the information. Figure 21b shows the result. A single two-tier
eneny plan structure has been constructed to coherently account for all the
avai l abl e information. According to the hypothesis generated fromthis in-
tegrated structure, the eneny intends a main attack in the south and a
secondary, diversionary attack in the north. The goal of the secondary attack
inthe north is to reduce friendly strength by drawing it off fromthe main
attack area in the south. The secondary attack thus pursues a subgoal of the
mai n attack, which is to concentrate the eneny's relative strength in the
sout h.

This exanple is an additional illustration of the predictive use of the
eneny plan structure, and a framng of the situation in terms of eneny goals
(as in Figures 3 and 4). The situation assessor has concluded that the nmain
attack will be in the south largely because of his focus on eneny goals and
principles (see Figure 21a). Recall that we have defined "principles" as a
type of fundanental or bedrock val ue, and "goal s" as desired situations for a
particular situation. In both strength and |ocation the two candi date stories
were approxi mately equal. But there was no pl ausi bl e account of eneny goals
that supported the conclusion of an attack in the north.

In cycle 2 (Figure 21c) the situation assessor realizes that U S. reserves
are located in the south. This information was available during the initial
assessnent of the situation, but was not noticed! The situation assessor now
concludes that the eneny is not as strong in the south as he thought. Quick
verification reveals a conflict. This evidence does not fit the integrated
eneny plan structure devel oped at the conclusion of cycle 1. As in the exanple
of Figure 20, the situation assessor decides to question the conflicting data.
In the next cycle (cycle 3, Figure 21c), Quick Verification responds to the
need for an unusual interpretation of the strength data, and Full Verification
| ooks for specific unreliable assunptions to back this up. Once again, in
order to do so the assessor expands a causal nodel of the eneny planning/ C
activity. The solid arrows in the eneny planning/ C structure (in Figure 21c)
represent the normal course of events: The U S. reserves are located in the
south; eneny intelligence observes this fact; and the eneny estimate of its
own strength incorporates this fact. The dashed |ines represent a possible
alternative set of events, i.e., an exception condition. The eneny m ght not
observe U.S. reserves in the south, and thus the eneny m ght overestimate its
relative strength in the south. By accepting the assunption that eneny
intelligence has not observed the U S. reserves in the south, the conflicting
information is explained and nmade consistent with the integrated eneny pl an
structure. (The situation assessor may have reasoned that if he coul d overl ook
the location of the U S reserves, so could the eneny.)

In this exanple and in the previous exanple (Figure 20) we have seen how
the attenpt to produce a plausible, coherent story accounting for the data can
lead to the so-called "confirmation bias." In the confirmation bias, con-
flicting evidence is reinterpreted to conformwith a favored hypothesis
(N sbett & Ross, 1980). Such behavi or, however, may be perfectly justifiable
in case there are only a small nunber of outliers or conflicting pieces of
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data (Cohen, 1989). The goal of the situation assessor is to produce a single
coherent picture of the situation. This can only be achieved if an expl anation
is found for apparently conflicting data. Mreover, such explanations may well
be true. Conflict anong different lines of reasoning is real evidence that one
or more of the assunptions in those lines of reasoning is wong. Using
conflict to identify and correct faulty assunptions can lead to a nore
accurate know edge base and to inproved situation assessnment performance in
the future (Cohen, 1986). In fact, we have found that nore experienced
situation assessors are nore, rather than less likely to generate expl anations
of conflicting data.

But what happens if conflicting data continue to be observed? In this
exanmple, that is exactly what happened (Figures 21d, 2le, 21f). In each new
case of conflict the situation assessor was able to generate an expl anation of
the conflicting data that was consistent with the original hypothesis (main
attack in the south, diversionary attack in the north). For example, in cycle
4 (Figure 21d) small attacks were observed in the north. This was expl ained as
part of the secondary attack, which was expected in the north. In cycles 5 and
6 (Figure 2le) eneny deep interdiction destroyed bridges in the south, thus
hi ndering any potential advance by the eneny into that sector. The situation
assessor proposed two possi bl e explanations: First, the eneny in the south may
have had nore bridging capability than he had anticipated (his origina
assessnent was that the northern eneny forces had superior bridging capabili -
ties). A second possible explanation is that destruction of the bridges was a
m stake. In cycle 7 (Figure 21f) two significant units were observed headi ng
towards the north. The situation assessor again offered two possible expl ana-
tions: First, this mght be a possible feint in support of the diversionary
attack, to increase the chance of surprise. Alternatively, this too may have
been a mstake. In cycle 8 (Figure 21f) nmore artillery was observed in the
north than in the south. The situation assessor explained this as a possible
part of the diversion. He also nentioned the possibility that the artillery
possessed | onger range than he expected, thus permtting it to strike the
south fromits location in the north (see Figure 9).

Each of these pieces of conflicting data may be plausibly expl ai ned awnay if
taken by itself. The problem of course, is that the process can continue
indefinitely. After each piece of conflicting data is explained, the situation
assessor may conclude that his favored hypothesis (main attack in the south,
diversionary attack in the north) is still supported by all the data. Thus
each new epi sode of expl aining away appears justified based on the predomi -
nance of prior support for the favored hypothesis. However, at sonme point the
accurul ation of ad hoc assunptions undermines this justification. It is no
| onger the case that the predom nance of evidence supports the favored
hypot hesi s.

Thi s problem may be detected when the verification process |ooks for
unreliable assunptions, as it does in cycle 9 (Figure 21g). Accurate detection
depends on two things happening: The situation assessor nust recall the past
i ncidents in which evidence was expl ai ned away. And he nust ask how many
i ndependent expl anatory assunptions have been invoked in order to explain away
all the conflicting evidence. If too many ad hoc assunptions have been
adopted, he may conclude that the favored hypothesis no |onger reflects the
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nmost pl ausi bl e story, and he may decide to explore an alternative. Figure 21g
shows the independent expl anatory assunptions that were invoked in the context
of the integrated predictive eneny plan structure (main attack in south,
diversion in north). Three pieces of conflicting evidence - the two units
headi ng north, the observation of nore artillery in the north, and the
observation of small attacks in the north - can all be explained by the eneny
goal of surprise. The failure to take account of the location of U S. reserves
in the south has to be attributed to an error in eneny planni ng/ . Two
possi bl e expl anati ons were proposed for the destruction of bridges in the
south. It is either an error in execution or it reflects better capabilities

t han expected. (Each of these also serves as a possible explanation of other
conflicting data). At a mininmum the situation assessor nust invoke three
separate explanatory principles to account for all the conflicting infornma-
tion, and to retain the integrated plan structure of Figure 21b

Wiy did this particular situation assessor continue to explain away
conflicting data, never choosing to revisit the possibility of main attack in
the north? One possibility is the conpelling nature of situation nodels based
on framng the situation in terms of eneny goals. The situation assessor had
tried initially, but failed, to find any pl ausi bl e goal involving eneny attack
in the north. Wthout some way to fill the goal slot in the eneny plan
structure supporting an attack in the north, this plan structure remains
i mpl ausi ble. (The only plausible goal he did find was to divert opposing force
strength in the south.)

A second possi bl e explanation for the failure to change hypot heses invol ves
structural constraints. The realization that too much conflicting evidence has
been expl ai ned away depends heavily on episodic nmenory for the current
probl em The situation assessor must retain and access a record of the
sequential situation nodels, in which assunptions were adopted about alterna-
tive neanings of data. Unfortunately, as noted earlier, retrieval fromcurrent
episodic nenmory may be quite weak in a protracted, high workload battlefield
scenari o.

Reliance on current episodic menory is a formof "rem nding" as described
by Schank (1982). According to both Schank and our franework, an epi sode that
conflicts with expectations |eads to the construction of an explanation. This
expl anation triggers rem ndi ngs of previous episodes of failed expectations
that were explained in the sane way. In our framework, this sort of rem nding
provi des reassurance in the process of verifying whether too many unreliabl e
assunpti ons have been adopted. The new conflict does not cause as nuch concern
because it did not require any (or as much) new el aboration of causal nodels
in order to discover exception conditions. This sort of reminding, which can
make expl ai ni ng away al nost automatic, is illustrated in cycles 4, 7, and 8
(Figures 21d and 21f). According to our franmework, however, it is also possi-
ble to be rem nded of previous instances of explaining away that invoked
different explanatory principles. Wen this happens there is | ess confidence
in the new explanation. It is the latter sort of rem nding, unfortunately,
that appears nore fragile.

Verifying Assunptions and the Reliability of Data
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In the previous two sections, we have focused primarily on filling gaps or
correcting inconpleteness in the situation nmodel or plan, and on resol ving
conflict. Each of these sections, however, provided exanples of verification
of the reliability of a nodel or plan. W saw how filling gaps in a plan could
lead to incorporation of unreliable assunptions. W saw how resol ving conflict
could lead to the adoption of too many ad hoc expl anatory assunptions. In both
cases the inmportance of verifying the reliability of those assunptions is
clear. In this section, we focus on verification of assunptions and reliabili-
ty of data per se

In situation assessnent, verification of reliability can occur in a |east
four ways:

! nmental sinulation to verify the adequacy of a plan (Kl ein, 1993; Figure
19b);

! gathering nore data to test a weakly supported nodel (Noble, 1993; Figure
20a) ;

! expandi ng causal nodels to generate alternative interpretations of data
(Figures 20c and 21c);

! recalling assunptions that have been adopted in the history of a problem
sol ving session (Figure 21Q).

Al'l of these have been illustrated in the exanpl es above. Figure 22
provi des anot her exanple, in which verification, by keying on a single
unreliabl e assunption, |eads to questioning and revision of alnost every com
ponent of the original situation nodel and plan. It involves the follow ng
el ementary sequence

1. Verification = unfamliar situation, find conflicts and unreliable
assunptions in model and plan; Facilitation = adjust assunptions, activate
knowl edge

Fi gure 22a shows an initial predictive eneny plan nodel with associated
actions. The eneny is a guerilla force whose goals are expected to involve
enbarrassing friendly forces or disrupting comunication, canal traffic, and
other such activities. Since all of these objectives are in the north, and the
eneny is in the south, achieving the objectives requires that the eneny cross
a river fromsouth to north. The terrain is nountainous and jungle. The nor nal
procedure in such terrain would be for the eneny to stay off trails in order
to avoi d anbush. Sinmilarly the eneny would not use the tops of ridges where
they woul d be sil houetted against the sky. These considerations lead to
predictions: The eneny will cross the river fromsouth to north and then
navigate off the trails and off the ridges toward the northern part of the
sector. The normal defensive response would be to defend on high ground, in
order to maxim ze visibility and defensibility.

Thi s reasoning took place prior to formal recei pt of m ssion orders. Thus,

time was available to conduct nmore extensive verification of the initial plan.
Mental simulation of the eneny plan and the friendly response invol ved
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el aboration of know edge structures representing eneny and friendly plan
execution. A nunber of problens were found. A key source of these probl ens, as
shown in the top of Figure 22b, was that the vegetation in that area was

hi gher and thicker than usual. This factor was responsible for activating
mul ti pl e exceptions, or alternative paths, in the plan execution structures,
shown by the dashed |ines and boxes. For exanple, if the eneny used the
trails, they would be | ess susceptible to anbush than expected - since the
trails woul d be hard for the opposing force to | ocate. By the sane token, if
the eneny attenmpted to travel off the trails, they mght have consi derably
more difficulty navigating than expected. Simlarly, eneny use of ridges would
not lead to silhouetting or skylining, as expected, because of the height and
t hi ckness of the vegetation canopy. On the other hand, if they travel ed al ong
the contours of the slopes (which would be the normal procedure), they would
slide down into the valleys, due to the slippery condition of the sl opes.
Finally, the friendly response, defending on high ground, rmakes little sense
inthis terrain, since visibility would be highly restricted by vegetation
The only defensible location, with high visibility, was the river bank. The
result of this verification activity is a revised predictive eneny plan nodel
shown at the bottomof Figure 22b. In this nmodel, it is expected that the
enenmy will use trails or ridges and that friendlies will defend against the
eneny at the river

Conparing Options and Adj usting Goal s

Previ ous exanples in this section have focused primarily on the roles of
knowl edge structures and netacognitive processes in know edge-based intuitive
processing. A characteristic of this kind of processing is that multiple
courses of action are not generated and conpared to one another (Kl ein, 1993).
Rather, a single option is activated, verified, nodified (if necessary), and
possibly rejected. Only then is another course of action activated and
verified. Thus, in Figure 19, a single initial plan, to attack the eneny
center of gravity, was generated and critiqued; as a result of the critique,
it was fl eshed out and anplified; but significant alternative plans, or
alternative ways of fleshing out and anplifying the plan, were not considered.
In Figure 22 as well a single initial plan was generated, to defend on high
ground. As a result of verification, it was rejected and replaced by the plan
to defend at the river. But the two options were never sinultaneously enter-
tai ned and conpared to one anot her

Neverthel ess, it is sonetimes necessary to consider and evaluate multiple
options. In sone cases, for exanple, the staff must justify a course of action
to the conmander. To do so, they argue that it is better than other pos-
sibilities, which they must generate for the purpose of the justification. In
ot her cases, there is a genuine disagreenent as to the best course of action,
e.g., within the staff or between different subordinate units. Under both
t hese ki nds of circunstances, know edge-based anal ytical behavior can cone
into play. At the very |east, outcones of the various options may be generated
and explicitly conpared to one other in terms of goals.

Analytic strategies vary in their formality and systematicity, as suggested

by Hammond's (1993) notion of a cognitive continuum between anal ytical and
intuitive behavior. At one extreme, there is a pre-existing general -purpose
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met hod which is explicitly selected and then applied in a pre-determ ned way
to the problem e.g., generating several qualitatively different options,
exhaustivel y war-gam ng each of them and then constructing a decision matrix
that scores all the options on all the evaluative criteria. There is evidence
fromour own interviews and other sources (e.g., Fallesen, 1993) that anal yti-
cal strategies of this nature are seldomused. Mre often, we think, the
manner in which options, outcones, and goals are considered and conpared is
decided "on the fly," i.e., determ ned by donain-specific know edge structures
together with [ ocal nmetacognitive choices about the results of earlier steps.

The rol e of know edge structures and netacognition is therefore critical in
behavior that |ies between the extremes of analytical and intuitive processing
(Hammond' s quasi -rational behavior). This behavior (like intuitive behavior)

i s shaped by specific answers to verification and facilitation steps, rather
than arising as an explicit all-or-nothing nethod.

One exanpl e of such a quasi-rational strategy is dom nance structuring
(Mont gonery, 1993). Dominance structuring begins with a tentative choice of a
single option, and proceeds to construct a justification of that option as the
best (or tied for best). The justification attenpts to show that the sel ected
option is as good as or better than all other options with respect to al
goals. In the process of constructing this justification, a goal in which the
option is not as good as other options may be dropped, the score of the option
may be revised on that goal, or that goal may be conbined with other goals so
that the option turns out to be at |east as good as other options on the new,
aggr egat ed goal

Fi gure 23 provi des an exanpl e of dominance structuring in the battlefield
situation assessnment context, and shows how dom nance structuring can arise

within our framework. It illustrates the key role of intuitive know edge
structures, in addition to general -purpose ones, throughout the process. It
also illustrates how the revision of goals is driven not only by the need to

justify a favored option, but al so by higher |evel values which those goals
are neant to achieve.

The exanpl e involves the follow ng el ementary sequences, corresponding to
cycles in Figure 23:

1. Verification = inconplete plan; Facilitation = collect data

2. Verification unfam liar situation, find conflict with goals; Facilitation
= adj ust assunption in plan to resolve conflict

3. Verification = conflict with other parties; Facilitation = activate
know edge to create evaluation matrix

4. Verification = conflict between matrix and favored option; Facilitation =
adj ust general assunption that criteria in matrix are valid

5. Verification = unfam liar interpretation of criteria, find conflict between

criteria in matrix and higher-level values and goals; Facilitation = adjust
speci fic assunptions underlying validity of criteria in matrix
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6. Verification = unreliable assunption in plan regarding key criterion in new
matrix; Facilitation = collect data, adjust assunptions to inprove plan

The situation assessor's unit is a heavy, mechani zed division with the goa
of seizing a town. Figures 23a through 23d show how an initial friendly plan
structure for this unit is generated and nodified. Two features of the way the
situation is initially franed stand out in cycle 1 (Figure 23a): awareness of
how the division goal fits into the larger context of corps and theater goals,
and the central inportance of terrain. A high-level principle guiding his
situation assessment behavior was to look first at issues of terrain and
mobility, and only secondarily at issues of eneny strength. The reason is that
mobility cannot be taken for granted by a heavy unit. It is usually easier to
patch up a suitable avenue of approach that encounters too nuch eneny (e.g.,
by diverting eneny forces or bolstering owmn forces) than it is to patch up a
pl an that avoids the eneny but involves an unsuitabl e avenue of approach. As a
result of this high-level principle, the situation assessor works backward
fromhis division goal (the town to be seized) to hi gh-speed avenues of
approach (roads leading to the town) to potential river-crossing sites, and
finally to the current division assenbly area. He concludes that the river
crossings in the north shoul d be used, since they provide i medi ate access to
hi gh- speed roads into the town.

I ssues of eneny versus friendly strength enter into planning only in the
verification step (cycle 1). The assessor is aware that the plan is inconplete
since strength has not been accounted for. In fact, the eneny is nore con-
centrated near the northern river crossings, and this is added to the plan. In
cycle 2 (Figure 23a), verification of the nore conplete plan reveal s that
casualties froma crossing in that area woul d be too great. The division m ght
not have sufficient strength left, after such a crossing, to seize the town.
Facilitation generates a nodified friendly plan (top of Figure 23b): Let
anot her unit secure the crossing sites, and let our division serve as a
followup force. The followup force should encounter little opposition and
few casualties, until it reaches the town.

Verification of the nodified plan, however, reveals a conflict (cycle 3,
Fi gure 23b). The corps plan specifies crossing the river in the south rather
than the north. The other unit prefers to cross the river in the south: The
| ower concentration of eneny in the south will result both in fewer casualties
and in a faster river crossing. In addition, the G4 also prefers crossing in
the south: The | ower concentration of eneny will allow the establishment of a
| ogi stics base there for foll owon forces.

To understand this conflict better, Facilitation generates a matri X,
showi ng how the two options conpare on the relevant evaluative criteria. This
is where the process becones at least in part analytical. The eval uation
matrix is a general -purpose know edge structure, activated by abstract
features of this situation: viz., the existence of rmultiple well-specified
alternatives, clearly stated goals or criteria, and a need to justify the
preferred course of action.

The evaluation matrix is shown at the bottom of Figure 23b. Eval uation of
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the preferred option (crossing the river in the north) in terns of this matrix
i s highly unsuccessful: The preferred option is worse than the other option on
three out of five criteria, and better on only one. In cycle 4 (Figure 23c),
however, Verification detects the conflict, and Facilitation responds by
deciding to question the assunption that the criteria in the matrix are valid
goals. In the next cycle (cycle 5, Figure 23c), Full Verification assesses the
criteria in terms of higher-level goals and values. Full Verification asks,
What is the basis for these criteria? Do they reflect the real goals in this
situation? The answer is no.

The result of verifying each of the original conflicting criteria is shown
in Figure 23c. (1) CGossing in the north perforns worse in terns of nunber of
casual ties expected during the river crossing. The situation assessor now
argues that this criterion is uninportant. The other unit can afford casual -
ties, since it has no other missions. The relevant high-level value here is to
put the overall mission, and long-termlosses, over short-termcasualties. (2)
The preferred option prevents setting up a logistics base. But the situation
assessor also argues that this criterion is uninportant. Setting up a | ogis-
tics base is not part of the mission statement. (3) The preferred option wll
result in a slower river crossing because of eneny opposition. But the
assessor argues that this criterion should be conbined with the other criteri-
on having to do with speed: the tine required to get fromthe river to the
town. It is really the overall speed of the operation fromthe assenbly area
to the town that matters, not the separate conponents. Here, the criterion of
crossing speed is shown to be inconclusive with respect to the higher |eve
goal of getting to the town quickly.

As a result of this verification process, Facilitation generates a revised
eval uation matrix (Figure 23c). The new matrix has three criteria: No inter-
ference with real mssions (which elimnates other unit casualties and
establishnment of a |ogistics base, but retains seizing the town as quickly as
possi bl e); high overall speed of operation (which conbi nes speed of river
crossing and speed of novenent to the town), and sufficient strength to seize
the town (one of the original criteria). Evaluation of the preferred option
(crossing in the north) in terns of the new evaluation matrix yields a
dom nance structure: The option is as good as or better than the other option
in every respect. Ceneration of this revised set of criteria leads to cor-
responding small nodifications in the friendly plan structure. For exanple,
the terrain issues now include finding the overall fastest way to the town
(including the river crossing) rather than sinply the fastest route fromthe
river to the town. Failure to interfere with other missions is added to the
i ssues concerned with interests.

The anal ytical process has highlighted the inportance of speed: Jus-
tification of crossing in the north depends on the assunption that its ad-
vantage in getting fromthe river to the town outwei ghs its disadvantage in
crossing the river. Verification of the new plan structure in cycle 6 (Figure
23d) thus focuses on this issue. The assessor realizes he is not as confident
as he would like to be in this overall speed advantage (unreliability of
assunption). Facilitation takes two steps to strengthen the plan in this
regard: Direct access to spot reports regardi ng eneny | ocations enables the
assessor to nmake fairly precise estimates of the likely opposition, and thus
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the time required to cross the river. Secondly, a deception plan is devel oped
to draw of f eneny forces fromthe northern to the southern crossing sites.
Wth these nodifications, the assessor's confidence in the speed advant age of
northern crossing is high. The plan was accepted and executed successfully.

On its surface, dom nance structuring appears to be a way of rationalizing
a choice that has already been made. In this regard, it is highly remniscent
of confirmation bias behavior, in which the interpretation of evidence is
revised in order to justify a favored hypothesis (as discussed in the section
on "Testing expectations and conflict resolution"). Neither kind of behavior
is necessarily wong, however. Explaining away data may be justified if there
is a strong case for a favored hypothesis; it results in a coherent situation
pi cture and, perhaps, a better understandi ng of what the evidence in fact
means. I n dom nance structuring, the process of revising goals may be jus-
tified if a strong enough intuitive case can be made for the initial choice of
an option. A decision naker may feel nore confidence in his intuitive choice
than he does in the inputs to an anal ytical choice nodel (i.e., the evaluative
criteria that have been articulated). If this is so, he is justified in dropp-
ing, revising, or reassessing the criteria in the light of his intuitive
choi ce. This process of nodifying goals is a formof |earning, in which the
assessor refines his understandi ng of his own goals (Cohen, Laskey, & Tolcott,
1987) .

The exanpl e of Figure 23 shows how reasonabl e the revision process can be.
Thi s assessor did not capriciously or arbitrarily reject a criterion sinply
because it conflicted with his preferred option. Rather, he used such conflict
as a synptomthat sonething mght be wong with the criterion. He then
verified the criterion based on his understandi ng of the higher-level goals
and val ues relevant to the situation. The "new' evaluative criteria in fact
reflect these goals and values far nore closely than the original evaluative
criteria did. In that sense, the result of rejecting and conbining criteriais
| ess arbitrary than the original set of criteria (which energed rather
haphazardly fromthe discussion with the staff of the other unit and the G 4).
Moreover, the new criteria lead to a nore persuasive friendly plan, in which
interests, strength, and location better reflect the rel evant higher-1eve
goal s and val ues (Figure 23d). The persuasi veness of the assessor's case for
crossing in the north lies both inits justification of the option he strongly
felt to be best, and in its nore reasoned relationship to these goals and
val ues.

The anal ogy between domi nance structuring and confirmation bias behavi or
can be extended one nore step. In the confirmation bias case, too nany
i ndependent instances of explaining away renders the hypothesis suspect. The
favored hypothesis may no | onger be supported by the preponderance of evi-
dence. In the same way, if justification of an option requires too many non-
nmotivated revisions of criteria, conbination of criteria into aggregated
criteria, or rescoring of options, then the initial choice of a course of
action would certainly be cast into doubt. To the extent that revisions can be
justified in terms of existing value and goal structures, however, there is
little concern. The verification process can serve as a check on unnotivated
changes in evaluative criteria. It may ask whether too many criteria or scores
were arbitrarily revised in order to justify a particular option. If so, the
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facilitation process should try another option. The process may then be
iterated with the other option, and again the nunmber of unnotivated revisions
required to create a justification nay be assessed. The best option, at the
end of this process, may be the one that is nost easily rationalized in terns
of intuitive goal and val ue structures.

Modes of Processing

Thr oughout our discussion of the interview data, we have drawn on two quite
general theoretical distinctions anong nodes of processing: One distinction is
bet ween procedural versus know edge-based processing, based on the work of
Rasmussen (1993). The other distinction is between intuitive and analytic
processing, based on the work of Hammond (1993). Although procedural is
sonetines equated with intuitive and know edge-based with anal ytical, the
distinctions are independent. Both data and theory suggest that each is quite
usef ul .

As we have already noted (in the section on "Mnitoring and regul ating
cognitive processes"), procedural processing involves a direct |ink between
the situation, know edge structures that are activated in that situation, and
actions that are associated with those know edge structures. By contrast,
knowl edge- based processing requires repeated cycles of processing before
action can occur. Typically, it involves the activation of know edge that is
only tenuously connected to the situation, and thus can be reached only
t hrough successive stages - such as the expanded causal structures in Figures
20c and 21c, the nmental sinulation in Figure 22a, or the evaluation matrix in
Figure 23b. It may also involve the integration of know edge that exceeds the
capacity of explicit or inplicit focus, and which again requires successive
stages to integrate (Figure 21g may be an exanple). Figure 24 informally il-
lustrates the distinction between procedural and know edge- based processi ng.

W have already seen how the netacognitive process of Quick Verification
hel ps determ ne whether processing will be procedural or know edge-based, as a
function of available tinme, stakes, and confidence in the procedural solution
But netacognition may also play a role in determning whether a solution
approach will be analytical or intuitive.

Accordi ng to Hammond (1993) intuitive processing involves a | ow degree of
consci ous awareness and cognitive control, a high rate of data processing, an
aver agi ng approach to information integration, and nornally distributed
errors; it is characterized by high confidence in the answer and | ow confi -
dence in the nethod. Analytical processing involves a high degree of contro
and consci ous awareness, slow processing, task-specific nodes of information
integration, and errors that are small in nunber but which tend to be |arge;
it is characterized by | ow confidence in the answer but high confidence in the
nmet hod.

Hanmmond cl ai ms that task characteristics tend to induce either intuitive or
anal ytical processing. Intuitive processing is induced when inputs are noi sy,
redundant, simultaneous, nunerous, continuous, neasured perceptually, and
equal ly inportant, and when there is no known al gorithm or organizing prin-
ciple for the domain. Analytical processing is induced when inputs are small
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i n nunber, nonredundant, discrete, objectively neasured, and differentially

i nportant and when an al gorithmor organi zing principle is known. According to
Hammond' s cognitive continuum hypothesis, intuitive and anal ytical processing
are two ends of a spectrum Processes nmay differ in the degree to which they
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reflect intuitive or analytical characteristics. Decision makers may al so

al ternate between the two nodes: They nay feel a need to bolster their
confidence in an intuitive solution by an anal ytical process, or bolster their
confidence in an analytical process by an intuitive solution. To sone degree,
then, the use of an analytical or intuitive nethod reflects netacognitive
judgments by the decision maker regarding confidence in a solution and the
nmost appropriate nmethods to inprove it.

An inportant distinction for the purposes of training concerns the origin
of the long-termnenmory know edge structures that are utilized in each case.
Intuitive processing tends to involve donai n-specific know edge structures
whi ch are devel oped through experience. Analytical processing tends to involve
gener al - purpose know edge structures (e.g., evaluation matrices, assessing
wei ghts of various factors, algorithmc procedures, etc.) which are devel oped
by explicit instruction, or which have been constructed by reasoni ng based on
rules learned fromexplicit instruction
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Tabl e 1 provi des exanpl es of each of the four major nodes of processing
(based on conbi nations of the two distinctions). This taxonomny resenbl es, but
is not identical to, a taxonony of aircrew decision processes described in
Orasanu (1993).

In procedural intuitive processing, (1) preexisting know edge packages are
directly activated by cues in the situation and lead immediately to a re-
sponse; and (2) the preexisting know edge packages are based on experience in
the domain and are not easily verbalized. This category includes Rasnhussen's
skill -based behavi or, and nmany instances of Rasmussen's rul e-based behavi or
and Klein's rapid recognition-prined decision naking.

In procedural analytical processing, (1) prepackaged know edge structures
are directly activated and are associated with a response; but (2) the origin
of the know edge is instruction rather than donmai n-specific experience, and
the know edge is often fairly readily verbalized. This category includes other
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i nstances of Rasmussen's rul e-based behavior and Klein's rapid recognition-
prinmed deci si on maki ng. Exanpl es include followi ng doctrinal rules, counting
i ndicators for or against a hypothesis, or sinple logic and arithnetic.

Know edge- based intuitive processing requires repeated activations of
domai n-specific long-termnenory know edge structures and their integration in
wor ki ng menmory. The distinction between procedural and know edge- based
processing (like the distinction between intuitive and analytic) is one of
degree. Procedural processing shades off into know edge-based processing as a
function of the nunmber of activation cycles in long-termnenory that are
required. In general, too, the nore cycles of activation required, the nore
assunptions will be inplicit in the final nodel or plan, and the nore poten-
tial unreliability. The followi ng exanples are on a rough continuumfrom | ess
to nore know edge-based processing:

! Progressive deepening (Kl ein, 1993), involving the initial procedura
activation of a situation nodel and associ ated response, followed by a set
of knowl edge- based processes. In these processes the response is eval uated
by nental simulation of its future consequences; the situation nodel may be
el aborated and fl eshed out; and additional constraints on the response may
be generated. An exanpl e was described in Figure 19.

! Expl anati on-based reasoni ng (Pennington and Hastie), in which no ready-nmade
situation nodel is directly activated. Generic schemas specifying what
counts as a satisfactory explanation (or story) in the domai n are conbi ned
with other know edge to construct explanations of the current situation. W
have descri bed nmany exanples of this process. For exanple, generic eneny
pl an structures (Figures 2a and 2b) can be conbined with eneny goal struc-
tures (Figure 4), with terrain structures (Figure 6), or with eneny plan
execution structures (Figure 8) in order to construct plan structure
expl anations of the current situation (Figures 3, 5, and 7, respectively).

! Case-based reasoning or reasoni ng by anal ogy, in which there is no ready-
made generic know edge structure that fits the situation. Instead, traces
of previous episodes are activated that match various unusual aspects of
the situation; their simlarity to the current situation is assessed; and
the associated responses are nodified to fit unique aspects of the present
situation. Figure 21g illustrates a form of case-based reasoning, in which
previous instances of conflict are recalled and exam ned for simlarity or
dissimlarity to a current case.

! Abduction or exploratory reasoni ng, which involves the discovery or
i nvention of a hypothesis to explain a novel phenonenon. This is a form of
expl anati on- based reasoni ng, but there is no ready-to-hand set of know edge
structures (such a those in Figures 3 through 9) fromwhich to construct an
expl anation. The situation assessor nust search long-termnenory for
appropriate know edge. An exanple in science mght be the use of the
met aphor of fluid flow as the starting point for construction of a theory
of electricity.

Met acognitive nonitoring and control plays a role in all these cases of
knowl edge-based intuitive processing: in deternmning that a procedura
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response needs further verification (or recognizing that no adequate procedur-
al response exists); in evaluating internediate results as new know edge is
activated and conbined in long-termnenory; in determning the nost prom sing
avenues for further exploration; and in identifying the nost inportant
assunptions in cases of conflict or unreliability. These functions tend to

i nvol ve | ocal choices of what to do or think about next, rather than gl oba
choi ces of a solution method.

Know edge- based anal yti c processing involves iterated cycles of long-term
menory activation in the service of a general -purpose algorithmor solution
schene. Exanpl es i ncl ude:

! decision analysis, in which nultiple options nust be generated or retrieved
and mul tiple outcones nust be generated or retrieved for each option;

! complex logic, in which nultiple propositions nmust be considered and their
i mplications derived, or nultiple possible nodels satisfying the prem ses
must be mani pul ated (Johnson-Laird, 1983);

! other forns of mathematical nodeling.

Force ratio cal cul ati ons and synchroni zati on matrices are common exanpl es of
knowl edge- based anal ytic processing in situation assessnent.

Met acognition is as inportant in know edge-based anal ytical processing as
it is in know edge-based intuitive processing. Metacognition occurs at al nost
every stage and involves the same steps of Quick Verification, Full Verifica-
tion, and Facilitation that support intuitive processing. Mtacognitive
choi ces, however, tend to be nore global and less local in analytic as com
pared to intuitive processing:

! Decision to analyze the problem and choice of a nethod. Quick verification
may determine that there is plenty of time, that stakes are high, and that
there is low confidence in the intuitive solution to the problem The
latter may reflect |ow confidence in the intuitive nethod (Hamond, 1993)
or the organizational requirement to justify one's conclusions. Facilita-
tion may follow up by associating probl emconponents with elenents in a
general problemschema (e.g., the objective = select the best course of
action; options =x, y, z; goals = A B, C...). If the conponents are few
in nunber and can be clearly specified, Facilitation tries to match themto
a nethod that can map the available inputs onto the desired output (e.g.,
choi ce of a single option).

! Ensuring nodel conpleteness. A straightforward verification functionis to
make sure that all required assessnments for each step of the chosen nodel -
i ng approach are provided (e.g., how well each option scores on each goal).
Facilitation helps identify external experts or sources of information that
are appropriate for particular inputs (e.g., relevant specialists in fire
support, logistics, etc.). Facilitation also identifies parts of one's own
long-termnmenory to explore and activate in order to provide a given input.

! Verifying confidence in inputs. Another potential verification function
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i nvol ves determining that the | evel of confidence in particular inputs is
sufficient relative to their inportance to the nmodel. Is a quick and dirty
estimate adequate, or is a nore refined and accurate one needed? This nay
i nvol ve assessing the sensitivity of results to particular inputs.

! Deciding when to stop. The process of analytical nodeling repeatedly cycles
through the Quick Verification step. If at any tine Quick Verification
determines that further analysis is not justified (because insufficient
time is avail abl e, because stakes are not hi gh enough, or because
confidence in the solution has risen to an adequate |evel) then anal ysis
will cease. (Unfortunately, many anal ytical strategies - unlike intuitive
ones - provide no answers at all until they are carried to conpletion, and
then, of course, the answers nay be specious.)

! Assessing confidence in nodel conclusions. This Full Verification step
i nvol ves assessing the results of nodeling in ternms of: (a) Conpl eteness -
Does it satisfy the original task requirenments (e.g., justify a single
option as best)? (b) Conflict - Does the selected option conformwith
intuitive results or the results of other nodeling approaches? (c) Reli-
ability - Wre too many ad hoc assunptions adopted in the nodeling
approach? If verification fails (and time is available), Facilitation may
lead to alternative nmodeling approaches or else to another iteration of the
sane nodel i ng approach, in which inputs or parameters are nodifi ed.

Sonme, though not all, proponents of analytical approaches appreciate the key
role of these kinds of netacognitive judgnents.

Situati on Assessment Expertise

The ultimate purpose of the battlefield situation assessnment framework is
to help identify problenms or opportunities in current situation assessnent
performance, and to construct nethods for the inprovenent of that performance.
A first step in that direction involves identifying ways in which nore
proficient situation assessors differ fromless proficient situation asses-
sors. The goal of an inprovenent technique - whether it is training, decision
ai ds, inproved doctrine, or inproved personnel selection - will be to pronote
performance at the level of the most proficient situation assessors.

The di scussi on addresses three types of expert-novice differences: proce-

dural processing, long-termnmenory know edge structures, and netacognitive
skills.
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Procedural Expert-Novice D fferences

Experts will have a | arger nunber of recognitional tenplates, i.e.,
relatively direct connections between situation, situation nodel, and action
(Ander son, 1982).

For experts nore responses will be automatic, i.e., require little cogni-
tive effort or conscious awareness and control (Schneider & Shiffrin, 1977).
Automaticity is distinct fromthe mere existence of recognitional tenplates
It requires extensive overpractice in a consistent problemsolving context.

Experts can represent larger anounts of information in working nmenmory by
virtue of chunking (MIler, 1967; Newell & Rosenbloom 1981). Chunking, like
automaticity, can result froma large nunber of consistent experiences in
which itens of information occur together and thus cone to be represented as a
single unit. It can also be facilitated by the devel opnent of efficient |ong-
termnenory representations of relationships or patterns.

Experts will have skilled nmenory (Ericsson and Pol son, 1988), that is, the
capacity to associate new information with pre-existing know edge structures
and appropriate retrieval cues, so that it can be imediately activated in
rel evant situations.

Knowl edge- Based Expert-Novice Differences: Long-Term Menory

Experts have nore detail ed causal nodels. W have descri bed several know -
edge structures that proficient situation assessors use to organize their
under st andi ng of the battlefield:

- eneny plans

- eneny goals

- tenporal plan execution

- eneny planning/ G activities
- terrain

W have seen how proficient situation assessors can el aborate or expand such
causal nmodels in order to fill gaps in their plans or situation nodels and in
order to explain conflicting information

Experts have better organi zed know edge structures. W have seen how profi -
cient situation assessors can franme their understanding of a particular situa-
tion in ternms of crucial concepts. Such key concepts nmay incl ude:

- goals (e.g., the need for fuel or POL, the need to exploit success or seize
a particular city)

- terrain (e.g., the features of a kill zone, the inplications of vegetation
growth in a jungle setting, high speed avenues of approach)

- strength (e.g., destroy eneny center of gravity, divert eneny frommain
attack, funnel eneny into kill zone).
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Expert know edge structures have a | arger scope in space and tine. Profi-
cient situation assessors utilize know edge structures that extend beyond
those of |ess proficient decision makers. Thus, proficient decision makers
consi der the consequences of their own activities for the achi evenent of
hi gher echel on goals. They focus nore attention on the deep battle and on the
i nterests and behavi ors of adjacent units.

Experts recall nore cases. Proficient situation assessors have a | arger
repertoire of cases or episodic menories to draw upon in unusual situations.
W have seen how such epi sodic nenories can be used to generate exception
conditions in the explanation of conflicting data, and may al so be used to
generate plans in novel situations by reasoning from anal ogy.

Experts are nore likely to frame situations in ternms of proactive, rather
than predictive or reactive, principles. Several exanples of know edge
structures that support proactive performance were exam ned:

- luring the eneny into a kill zone
- disrupting eneny C%planning
- diverting the eneny fromthe main attack

Know edge- Based Expert-Novice D fferences: Mtacognitive Skil

There are expert/novice differences in all steps of netacognitive nonitor-
ing and regulation: i.e., quick verification, full verification, and facili-
tation of an inproved nodel.

Quick verification. Proficient situation assessors are nore likely to:

- explicitly ask thenmsel ves how much tinme is avail able before commtnment nust
be nmade to a decision

- pay explicit attention to the inportance of the decision, i.e., the cost of
an error, in ternms of their own current goals

- explicitly ask thensel ves how confortable they are with their understandi ng
of a situation or with the adequacy of a plan.

The result of these skills is that proficient situation assessors will be |ess
likely either to act prematurely or to wait too long to act. Proficient situa-
tion assessors will be better at allocating their tine and effort anong
different tasks.

Full verification. Proficient situation assessors will be nore likely to:

- search for problens, i.e., critique the current situation nodel or plan
- use mental simulation to |ook for gaps in the nodel or plan
- attenpt to generate alternative interpretations of evidence and alternative

outcones of plans in order to expose unreliable assunptions, and to test
expectati ons based on the nodel or plan
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- explicitly note conflicts in the data or conflicts anmong goals, and to
expl ore other points of view

As a result, proficient situation assessors will be less likely to produce an
overly vague or inconplete situation nodel; they will be less likely to mss
or fail to account for significant data; they will be less likely to overl ook
unreliabl e assunptions or conflicts in the data; and they will be less likely
to engage i n excessive explaining anay (confirmation bias).

Facilitation of inproved nodel or plan. Proficient situation assessors will be
more likely to:

- select the nost appropriate method for correcting a problemin the current
situation nodel or plan, e.g., collect nmore data, activate additiona
know edge in long-termnnenory, adjust assunptions in the situation nodel or
pl an

- have nore effective generic know edge structures to guide search in |ong-
term menory;

- adopt the right threshold for matching know edge in | ong-termnenmory so
that the appropriate amount of information is activated

- adopt efficient strategies for searching nmenory by adopting tenporary as-
sunptions in order to explore their inplications

- using better judgnment in selecting assunptions for adoption and revision

As a result, proficient situation assessors will have nmore conpl ete nodel s or
pl ans, a nore coherent picture of the situation (including explanations of
conflict), and a nore plausible total set of assunptions.

Concl usi on: Three Approaches to Situation Assessnent

Hol yoak (1991) has recently distinguished anong three generations in the
devel opment of cognitive science theories. The first generation is represented
by Newel|l and Sinmon's CGeneral Problem Sol ver and by deci si on-anal ytic norma-
tive nodels of decision making. It focuses on (1) artificial tasks and (2)
anal ytical, general-purpose techniques that involve mninml domain know edge
for their application. Second-generation theories are represented by expert
systenms and by recognition-prined nodels of decision making. They focus on (1)
real -worl d tasks with experienced personnel, and (2) highly specialized
pattern recognition methods that are heavily dependent on domai h know edge.

The problems with both of these approaches are becom ng increasingly well
known. First-generation nmodels are too slow, they are inconplete, i.e., they
do not address how hypot heses, options, outcones, and goals are generated; and
they are not consistently used by experienced decision nmakers. Second-genera-
tion approaches (which rely on prepackaged know edge structures) also do not
account for how hypot heses, options, outcones, and goals are generated in
relatively novel situations, or how situation assessors handl e uncertainty.
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Finally, they too are not consistently used by experienced situation asses-
sors. For exanple, in recent research on Arnmy nmilitary planners, Serfaty
(1993) found that experienced planners did not perceive nore simlarities with
prior situations conpared to novices, did not generate plans nore rapidly,
tended to see problens as nmore rather than | ess conplex, were |l ess rather than
nore confident in their solutions, and felt the need for nore rather than |ess
tine.

W can perhaps agree with Hol yoak that there is an energing third genera-
tion of nodels. These nmobdel s account for adaptive, as well as routine,
expertise, i.e., the ability to handl e novel and uncertain situations. They
accomodat e significant individual differences in the way probl ens are sol ved.
And they predict that sone skills (but not all) will transfer across tasks.
Wthin our framework situation assessnent is a multidinensional skill. It
i ncludes both analytical and intuitive nethods. And it includes both procedur-
al behavior, with prepackaged know edge structures, and know edge- based
processing, in which situation nodels and plans are constructed through an
iterative, goal-directed process. W think that nodels of this kind offer the
nmost promise for the inprovement of situation assessment skills.
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