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Abstract 

-*,. 
The introduction of decision aids and knowledge- 

based expert systems incurs resistance when non-congen- 
ial styles of problem solving are imposed on users. On- 
going research addresses the design of computer-based 
display and analysis systems which cater flexibly to 
personal styles while providing non-obtrusive safe- 
guards against potential errors and biases. Capabili- 
ties which permit monitoring of the user's task by the 
computer and of the computer by the user have been ex- 
plored. 

The Problem 

High-level users of computer-based information 
systems typically find that either too little or too 
much help is offered.[l][2] On the one hand, sophisti- 
cated systems are available for data retrieval, analy- 
sis, and display, yet they provide little guidance in 
selecting the information that ought to be retrieved or 
the type of analysis which the user ought to apply. On 
the other hand, decision aids and knowledge-based ex- 
pert systems typically impose an analytical structure 
and mode of interaction which may prove inappropriate 
or uncongenial to the user's own preferred style of 
problem solving. Users, in short, are caught between 
systems that automate routine functions and systems 
which cannot help but dominate any dialogue with the 
decision maker. 

It might be thought that as computer-based systems 
more completely automate intellectual tasks, the issue 
of user preferences will become moot. Yet the most 
critical characteristic of these new applications is 
that they are neither fully objective nor demonstrably 
optimal. Knowledge-based expert systems incorporate 
the assumptions and modes of reasoning employed by hu- 
man specialists. Decision-analytic aids provide logical 
constraints for inputs from human experts or decision 
makers regarding subjective probabilities, preferences, 
and problem structure. Both kinds of systems are appro- 
priately regarded only as fallible advisors. Complete 
automation could be inappropriate if users possess sub- 
stantive expertise or analytic insights not incorporated 
in the computer. 

What is required, both to encourage user acceptance 
and to enhance aid performance, is a repertoire of tech- - 
niques for blending the expertise of the user and com- 
puter. Such techniques must be fine-grained and flexi- 
ble enough to capture shifting availabilities of human 
and computer resources, relative levels of expertise, 
and user preferences. 

Unfortunately, in the design of systems that foster 
cognitive collaboration, two basic objectives tend to 
conflict: On the one hand, we want to exploit user in- 
puts where (and only where) they can enhance the over- 
all credibility of aid outputs. On the other hand. 
users have their own preferences and styles of problem 
solving that may not correspond to optimal patterns of 

allocating cognitive effort. By imposing a rigid struc- 
ture on person-machine interaction (however "optimal" 
it may be from the point of view of relative expertise), 
the net outcome may be less effective problem-solving-- 
including perhaps a failure to use the system altogether. 

To deal with these conflicting objectives, our re- 
search has focused on three broad capabilities in cog- 
nitive system design: 

flexible blending of computer atid'human contri- 
butions, under the personal control of the user; 

monitoring by the computer of selected human- 
performed tasks; and 

monitoring by the human of selected computer- 
performed tasks. 

The first principle maximizes the tailoring of person- 
computer interaction to the particular style of a user. 
The second and third principles provide a prescriptive 
counterbalance: they are designed to compensate for 
deviations from optinality that may emerge from the 
first principle, and to do so in the most non-obtrusive 
way possible. 

8. 

In the folloving sections, we briefly summarize 
some of the research we have done under these three 
headings. The focus is on the psychological underpin- 
nings and implications of the work, rather than on the 
details of the decision aids that have been developed. 
This work has been supported by the Engineering Psycho- 
logy Group of the Office of Naval Research under two 
on-going contracts.* 

Aids for Personalized Decision Making 

Under the Defense Department's Small-Business Ad- 
vanced Technology (DESAT) program, DSC has explored 
the design of a computer-based display and analysis 
system which is customized to the personal cognitive 
styles of users.[3] The design process has drawn on 3 ,  

relevant work in the cognitive psychology of judgment 
and choice, in conputer science, and in the prescrip- 
tive theory of decision making. A prototype system, 
developed for attack submarine antisubmarine warfare 
(ASW), is based in part on our own study of individual 
differences in decision-making styles among submarine 
officers . 
The Decision Setting and the Decision Process 

The dilemmas faced by the command staff of a hunt- 
er-killer submarine in approaching and attacking an (as 
yet) unalerted hostile submarine are characteristicpf 
situations involving stealth in warfare: How long 
should I attempt to remain undetected and to improve my 
position, before I tip my hand by launching a weapon? 
In planning an attack, the Commander faces a number of 
choices (among weapons, targets, approach maneuvers, 
and times of fire) and is flooded with an increasingly 



unmanageable q u a n t i t y  of  d a t a  (about t h e  t a r g e t ,  own 
s h i p ,  and, environment). To c a p i t a l i z e  on t h e  element of 
s u r p r i s e ,  a p r i c e  must be pa id  i n  t h e  q u a l i t y  o f  t h e  
d a t a ,  t h e  complexity of  o p t i o n s ,  and t h e  s t renuousness  
of  t h e  cho ice  process .  I n  a l l  of t h e s e  a r e a s ,  t h e r e  i s  
s u b s t a n t i a l  leeway f o r  d i f f e r e n c e s  i n  i n d i v i d u a l  cogni- 
t i v e  s t y l e s  of coping. 

S i t u a t i o n  Assessment. Assessment t a s k s  must de- 
pend almost exc lus ive ly  on pass ive  sensors  (which do 
n o t  a l e r t  t h e  enemy); a s  a r e s u l t ,  d a t a  a r e  o f t e n  frag-  
mentary, no isy ,  and i n c o n s i s t e n t .  L i t t l e  o r  no guid- 
ance i s  provided i n  r e c o n c i l i n g  m u l t i p l e  c o n f l i c t i n g  
e s t i m a t e s  of t h e  same v a r i a b l e  (e.g.,  t a r g e t  range) ,  
o rgan iz ing  d a t a  a c q u i s i t i o n ,  a s s e s s i n g  t h e  q u a l i t y  of 
e s t i m a t e s ,  o r  drawing in fe rences  about c r i t i c a l  oppor- 
t u n i t i e s  and dangers (e.g., p r o b a b i l i t y  of  k i l l ,  pro- 
b a b i l i t y  of  counte rde tec t ion) .  

Work i n  c o g n i t i v e  psychology sugges t s  a number of 
ways i n  which people may s impl i fy  t h e  c o g n i t i v e  demands 
of  these  t a s k s  at t h e  r i s k  of suboptimal performance. 
Where m u l t i p l e  e s t i m a t e s  a r e  a v a i l a b l e  f o r  a s i n g l e  var- 
i a b l e  (e.g., t a r g e t  range) ,  people tend t o  ignore  evi-  
dence t h a t  c o n t r a d i c t s  a favored,  o r  e a r l i e r ,  datum and 
t o  double count redundant evidence.[4] P a t t e r n s  of 
in format ion  search  tend  t o  avoid s t r i n g e n t  t e s t s  of 
favored hypotheses.[5][6][7]  Assessments of degree of 
c e r t a i n t y  tend t o  be overconfident . [8]  When i n f e r e n c e  
proceeds i n  s t a g e s  (e.g., d e r i v i n g  p r o b a b i l i t y  of  k i l l  
from information about range,  which is derived from 
bear ings  d a t a ) ,  people o f t e n  a c t  a s  i f  conclusions a t  
e a r l i e r  s t a g e s  were known t o  be t r u e ,  r a t h e r  t h a n  merely 
i n f e r r e d . [ 9 ]  S imi la r ly ,  t h e  p r o b a b i l i t y  of a d e t a i l e d  
s c e n a r i o  i s  o f t e n  judged h igher  t h a n  t h e  p r o b a b i l i t i e s  
f o r  component events . [ lO] 

Option Generation. Interdependent  elements of a 
t a c t i c  should be  considered toge ther :  f o r  example, u s e .  
of c e r t a i n  types of weapons may be precluded by t h e  
r i s k  of counte rde tec t ion  by a t h i r d  p a r t y  t h r e a t ,  un less  
a p p r o p r i a t e  maneuvers, f i r i n g  p o s i t i o n ,  and t ime of f i r e  
a r e  s e l e c t e d .  The consequences of  immediate d e c i s i o n s  
f o r  l a t e r  choices may a l s o  be c r i t i c a l  - e.g., t h e  
a b i l i t y  t o  proceed a g a i n s t  o r  evade a second t h r e a t  
a f t e r  t h e  i n i t i a l  a t t a c k ,  o r  t h e  a b i l i t y  t o  respond i f  
unexpectedly counte rde tec ted .  

Research sugges t s  t h a t  t h e  process  of formulat ing 
op t ions  is o f t e n  t runca ted  i n  a v a r i e t y  of ways. People 
p r e f e r  t o  t r e a t  t h e  elements  of complex op t ions  a s  i f  
they  were independent choices.  There i s  a tendency t o  
formulate  op t ions  t h a t  span only a s h o r t  time-frame, 
and t o  overlook,  a s  a r e s u l t ,  t h e  cumulative r i s k  of 
pursuing a given course  of a c t i o n  over a long per iod  of 
time.[11] Ind iv idua ls  d i f f e r  i n  t h e  degree t o  which 
f u t u r e  a c t s  a r e  considered i n  c u r r e n t  planning [ 1 2 ]  and 
i n  t h e  sheer  number of  op t ions  they  cons ider . [ l3 ]  Cus- 
tomary ways of viewing a problem tend t o  hinder  t h e  
genera t ion  of novel  and c r e a t i v e  s o l u t i o n s . [ l 4 ]  

Choice. The aim of avoiding counte rde tec t ion  f r e -  
quent ly  c l a s h e s  wi th  o t h e r  goals .  A premature a t t a c k  
may both a l e r t  t h e  enemy and m i s s ;  y e t  continued ap- 
proach i n c r e a s e s  t h e  r i s k  t h a t  own s h i p  w i l l  be de tec ted  
b e f o r e  a t t a c k  o r  t h a t  t h e  t a r g e t  w i l l  s u c c e s s f u l l y  
evade. Perhaps because t h e  information load tends  t o  
be l a r g e ,  s imple h e u r i s t i c  d e c i s i o n  r u l e s  a r e  o f t e n  
invoked: z.g., f o r  t ime-of-f i re ,  "avoid counterdetec- 
t ion";  o r  f i r e  a s  soon a s  w i t h i n  maximum weapon range 
and i n  possession of a range so lu t ion ."  

There i s  a growing l i t e r a t u r e  i n  c o g n i t i v e  psycho- 
logy sugges t ing  t h a t  r u l e s  l i k e  t h e s e  may be adopted t o  
reduce t h e  c o g n i t i v e  e f f o r t  t h a t  would be  involved i n  a 
thorough cons idera t ion  of each option.[15][16] With one 

such r u l e ,  Elimination-by-Aspects [17] ,  a l l  op t ions  f a l -  
l i n g  below a cu tof f  on an a t t r i b u t e  a r e  e l imina ted ,  and 
a t t r i b u t e s  a r e  considered i n  t u r n  u n t i l  only one op t ion  
remains. I n  " s a t i s f i c i n g "  [18][19] ,  t h e  d e c i s i o n  maker 
cons iders  a sequence of op t ions  but s t o p s  a s  soon a s  
h e  f i n d s  one t h a t  c l e a r s  a cu tof f  o r  s e t  of c u t o f f s  on 
s e l e c t e d  a t t r i b u t e s .  I n  each of t h e s e  examples, an 
op t ion  might be e l imina ted  even though it s c o r e s  very 
h igh  on some dimensions. I n  t h e  submarine contex t .  
such r u l e s  exclude a ba lanc ing  of t r a d e o f f s  - such a s  
accept ing a small  r i s k  of d e t e c t i o n  i n  o r d e r  t o  accomp- 
l i s h  a mission ob jec t ive .  S a t i s f i c i n g  can cause super- 
i o r  op t ions  (e.g., a l a t e r  t ime of f i r e )  t o  be over- 
looked. 

It has been suggested t h a t  e x p e r t s  d i f f e r  from 
novices i n  t h e i r  c a p a b i l i t y  t o  i n d i v i d u a l l y  recognize 
a very l a r g e  number of d i f f e r e n t  problem s i t u a t i o n s .  
[20] Klein (211 a rgues  t h a t  e x p e r t s  t end  t o  reason 
h o l i s t i c a l l y ,  by analogy wi th  previous s i m i l a r  exper- 
i ences ,  r a t h e r  than by a n a l y s i s  and computation. To 
t h e  extend t h a t  t h i s  i s  t r u e ,  we might expect t h a t  f o r  
experienced commanders a l l  s t a g e s  of dec i s ion  making-- 
s i t u a t i o n  assessment, op t ion  genera t ion ,  and choice-- 
would be considerably s t reaml ined .  At t h e  l e a s t ,  we 
would expect  dec i s ion  makers t o  d i f f e r  i n  t h e  degree t o  
which they a r r i v e  a t  h igh ly  i n t e g r a t i v e  conclusions 
without t h e  n e c e s s i t y  of a l a r g e  number of e x p l i c i t  
in te rven ing  s teps .  

Individual  Di f fe rences  i n  Decision-Making S t y l e  

Early i n  the  des ign  process  of t h e  prototype a i d ,  
d a t a  regarding i n d i v i d u a l  p a t t e r n s  i n  t h e  use  of in for -  
mation was gathered i n  a procedure involv ing  four  form- 
e r  submarine command personnel.  They received a ques- 
t i o n n a i r e  descr ib ing  a r e a l i s t i c  m u l t i p l e  t h r e a t  ASW 
approach and a t t a c k  scenar io .  The ques t ions  were de- 
signed t o  focus  not  only on observable p a t t e r n s  of in- 
formation use,  but a l s o  on t h e  l e s s  conspicuous deci-  
sion-making processes  withSn which t h a t  information 
p lays  a r o l e .  A t  each of a number of break p o i n t s  i n  
t h e  scenar ios ,  t h e  o f f i c e r s  were asked t o  spec i fy :  t h e  
information c u r r e n t l y  a v a i l a b l e  on board the  submarine 
which they  would seek ,  t h e  source from which they  would 
seek i t ,  t h e  combat d e c i s i o n s  t h a t  depended on t h e  
information,  t h e  way t h e  information would a f f e c t  those 
dec i s ions ,  and the  o b j e c t i v e s  of t h e  dec i s ion .  

Analysis of t h i s  d a t a  suggested t h a t  t h e r e  were 
important d i f f e r e n c e s  i n  s t y l e s  of d a t a  ga ther ing ,  op- 
t i o n  formulat ion,  and choice t o  which an a i d  might 
c a t e r .  

S i t u a t i o n  Assessment (A): Amount of Information. 
The t o t a l  number of i tems u t i l i z e d  v a r i e d  considerably,  
from 42 information r e q u e s t s  by one o f f i c e r  t o  18 by 
another. 

S i t u a t i o n  Assessment (B): Information Search 
Pa t te rn .  Requests f o r  d a t a  f e l l  i n t o  two q u i t e  d i s -  
- - 

t i n c t  p a t t e r n s .  Two of t h e  o f f i c e r s  tended t o  organize 
d a t a  a c q u i s i t i o n  by source ,  asking f o r  a "dump" of cur- 
r e n t  e s t i m a t e s  from sonar ,  p l o t ,  o r  f i r e  c o n t r o l ,  then 
going on t o  another  source. The o t h e r  two o f f i c e r s  . 
organized d a t a  a c q u i s i t i o n  by i tem, asking f o r  a given 
es t imate ,  l i k e  t a r g e t  range,  from a v a r i e t y  of  sources  
o r  e l s e s e l e c t i v e l y  reques t ing  d i f f e r e n t  i tems from 
d i f f e r e n t  sources.  

Option Generation: Time-Span. The o f f i c e r s  d i f -  
f e r e d  i n  t h e  time horizon of t h e  op t ions  they consider- 
ed,  e.g., focusing exc lus ive ly  on t h e  immediate a c t i o n s  
requ i red  t o  rega in  a l o s t  con tac t  v e r s u s  e v a l u a t i n g  i n  
advance approach t a c t i c s c o n t i n g e n t  upon recovery of 
t h e  con tac t .  



Choice (A): Level of Integration. There were dif- 
ferences among officers and for all individual officers 
across sttuations in the scope of the objectives which 
they brought to bear on the evaluation of options. Ob- 
jectives might be specified quite broadly as preserving 
own ship, or more narrowly as avoiding counterdetection 
or watching for clues regarding counterdetection status. 
Similarly, the goal might be killing the target, achiev- 
ing a suitable firing position, or opening torpedo tube 
doors. 

Choice (B): Number of Evaluative Dimensions. One 
officer combined concerns for own ship survival and kil- 
ling the target in all decisions (each concern might be 
at various levels of integration). Two of the officers 
appeared to shift back and forth in their focus between 
these concerns. The fourth officer went all out for 
target kill, never once explicitly mentioning an objec- 
tive related to own ship survival (at any level of inte- 
gration). 

Choice (C): Use of Cutoff Criteria. Three of the 
four officers evaluated actions exvlicitlv in terms of 
cutoffs. All three used the achievement of maximum wea- 
pon range as a criterion for attack; one used arrival at 
counterdetection range as a criterion for withdrawal. 

A Prototype Personalized System 

A prototype personalized aid has been designed and 
partially implemented for approach and attack planning 
by the command staff of a nuclear attack submarine. 
However, only the data base of the aid is affected by 
the nature of the specific application. Its functional 
logic, and the methods used to achieve both personaliza- 
tion and prescriptive impact, are quite general. The 
implementation of a demonstration prototype system in a 
specific context, however, permits a realistic test of 
the feasibility of the concepts, with potential users. 

Figure 1 outlines the general logic of the cogni- 
tive interface. The prototype aid design consists of a 
data base, a flexible general-purpose Planning Module, 
and four relatively specialized routines for customiz- 
ing the aid. The system utilizes principles of spatial 
'data management which combine an undemanding style of 
interaction with a high degree of user control over dis- 
play contents. AL1 user inputs are via a single simple 
locator device (a joystick plus button) with control 
properties that shift appropriately with the display re- 
gion where the cursor is located. 
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Figure 1. Structure of Prototype Aid 

The display area of the Planning Module (Figure 2) 
is divided into a set of windows which permit simultan- 
eous viewing of substantive results (evaluations of 
alternative tactics) and a variety of menus by means 
of which the user can specify the tactics to be evalu- 
ated, the criteria to be employed in the evaluation, 
and sources of validation for displayed results. A 
final menu enables the user to select other specialized 
modules (Select. Adjust, Alert, Advisory). The Plan- 
ning Module facilitates a variety of personal prefer- 
ences in the approach to situation assessment, formu- 
lation of options, and choice. 
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Figure 2. Planntng Module Display 

Situation Assessment. The data base consists of 
basic inputs (in the submarine testbed these concern 
own ship, contacts, and the environment) together with 
a set of prescriptive models which aggregate those in- 
puts into high-level inferences and forecasts of criti- 
cal events (e.g., counterdetection and first-shot kill) 
and evaluations in terms of.ultimate combat objectives. 
The Planning Module enables users to sample information 
at any preferred level of aggregation in the data base. 
When higher-level inferences are displayed, the Plan- 
ning Module clearly distinguishes conclusions from 
evidence, and indicares the sources from which each 
inference is derived. The user may elect to examine 
in more detail any of the evidence utilized in deriv- 
ing a particular conclusion. . 

The Selection Module allows the user to view a map 
of the total data base and to personally select the 
portion which will be immediately accessible through 
the Planning Module. 

The Adjust Module enables the user to insert sub- 
jective judgments in place of default values at any 
level in the data base. The Planning Module will then 
display the implications of the hypothetical or revised 
values for any higher-level inference. (Default values, 
however, continue to be stored and displayed.) The Ad- 
just Module thus accommodates individual differences 
in beliefs and preferences and - from a prescriptive 
point of view - adds a potentially valuable source of 
information (the user) to the data base. We return to 
this feature in the last section. 

The Alert Module performs situation monitoring for 
the user. It enables him to set a cutoff or threshold 



for any variable in the data base (at any level of aggre- 
gation) when cutoffs are crossed. 

Option Generation. The Planning Module facilitates 
the formulation and evaluation of complete tactical op- 
tions (weapons, targets, approach maneuvers, and times 
of fire). It enables the user to vary the number of 
alternatives examined and the time into the'future over 
which an option extends. A version of the aid currently 
under development gives the user a choice between enter- 
ing his own.options directly for evaluation or specify- 
ing personalized parameters to constrain automatic op- 
tion generation. 

Choice. In the Planning Module, the user can 
evaluate options by reference to objectives at any of 
a variety of levels of integrative scope (e.g., how 
quickly will the option get me to point x? Bow vill it 
help improve probability of kill? What is its overall 
merit, combining probability of kill and probability of 
own ship survival?). 

The Alert Module facilitates individual heuristic 
strategies (such as Elimination-by-Aspects and satis- 
ficing) which evaluate actions by reference to cutoffs 
as opposed to tradeoffs. After the user sets a thresh- 
old on a variable, the Planning Module forecasts whether 
or not the threshold is expected to be crossed for any 
action alternative which he wishes to evaluate, and if 
so, when. Different heuristic strategies for choice 
imply differences in the way information is searched: 
e.g., by action (run through all relevant evaluative 
variables for a.given tactic, as in prescriptive theory 
or satisficing) or by criterion (examine all options for 
a given evaluative variable, as in Elimination-by- 
Aspects). In the Planning Module both of these search 
modes are specifically facilitated. 

Prescriptive Prompting 

An important factor in designing a personalized 
and prescriptive aid is the impact of individual pre- 
p 

ferences on outcomes. Simplifying for illustrative 
purposes, alternative strategies for performing the 
same task may fall into one of two classes in this 
respect: 

o Strategy A is generally expected to be more 
accurate or yield more preferred outcomes than 
strategy By but requires more training, more 
time, and/or draws away more attention from 
other tasks. 

An example, in the area of choice, might be evaluating 
each option by reference to all the relevant dimensions 
(A) versus eliminating some options by reference to 
only a few (B). (Or, in inference tasks, ignoring 
important sources of uncertainty.) In these cases, 
differences among people in preference between A and 
B might reflect differences in their underlying ability 
to perform A, in their training or knowledge, in their 
handling of workload, degree of motivation, or their 
evaluation of the cost of errors. 

For some people, strategy A is expected to be 
more effective (better in accuracy, payoffs, 
speed, effort, etc.) than strategy B, while 
for other people, strategy B is more effective 
than A. 

Payne 1151 speculates that search organized by options 
versus search organized by attributes may reflect indi- 
vidual differences in the way knowledge is internally 
represented. People who differ in their degree of ex- 
perience or areas of expertise may prefer & benefit 
from different ways of structuring a problem. 

These distinctions have implications for the appro- 
priateness of prescriptive advice in a personalized de- 
cision aid. In the second case discussed above, the 
user usually does best with the strategy which he pre- 
fers; accordingly,an interactive system should simply 
facilitate selection by the user of the information pro- 
cessing rule or structure to be employed. 

In the first case, the computer's role may, at the 
request of the user, be somewhat more active. It in- 
volves an apparent conflict between the user-preferred 
and the normative strategy - though the use of the 
former may in fact be well justified by savings in time 
and effort. In such cases, the computer can assist by 
applying a prescriptive model to the problem, in para- 
llel with the user's own effort which it monitors. The 
aid may then advise the user when discrepancies seem 
significant. The prescriptive model applied by the 
aid, of course, has no automatic claim to truth; it 
takes the role, rather, of a "cooperative adversary" or 
"devil's advocate." It enables the user to concentrate 
his own attention selectively, in areas that he regards 
as critical, while notifying him when other issues seem 
worthy of attention. Advisory prompts thus complemept 
the freedom of individual choice granted by personaliz- 
ing features; they encourage flexibility'by offering 
some insurance against possible pitfalls. 

Two important features of advisory prompts as we 
seen them are worth stressing: 

n.e objective is not simply to alert the user 
whenever there is some difference, however 
small, between his judgment and the output of a 
prescriptive model. The difference must be 
large enough to matter, in the actions to be 
selected and in their expected outcomes.[22] 

The user himself determines the size of the dis- 
crepancy that would justify a prescriptive 
prompt. The frequency of prompting will thus 
depend on his own \informal assessment of the 
value of his time and effort relative to the 
cost of errors. The Adjust Module of the per- 
sonalized aid enables the user to input that 
judgment. 

Prompts may be introduced to assist users in tasks 
of situation assessment, option generation, and choice. 
Our current research involves the conceptual design, 
implementation, and testing of a variety of such . - 
prompts. 

Situation Assessment. The user might be notified 
when two information sources, both of which are regard- 
ed as credible, have contradicted one another. He 
might then choose to implement prescriptive procedures 
for appropriately readjusting one or both credibility 
assessments downward. A prescriptive prompt might 
notify him on future occasions when either of the 
(partially) discredited sources is involved in an im- 
portant conclusion. 

Advisory prompts might signal when favored infor- 
mation search patterns seem inefficient, e.g., seeking 
additional confirming evidence for an already well- 
supported hypothesis. 

Prescriptive prompts might warn users, when they 
estimate or subjectively adjust higher-level inferred 
variables, that a number of stages of uncertainty must 
be kept in mind. The same type of caution might be 
appropriate when the likelihood of a compound, or con- 
junctive, event is being assessed. 

Option Generation. Short range planning might be 



more a p p r o p r i a t e  i n  some s i t u a t i o n s  (e.g., where feed- 
back is  continuous and mistakes can  be e a s i l y  and quick- 
l y  cor rec ted) ,  while  long range planning would b e  more 
s u i t a b l e  i n  o t h e r s  (e.g., where a r i s k  appears  smal l  un- 
l e s s  it is considered cumulat ively over  t h e  long  run). 
Prompts might recommend thaq t h e  u s e r  cons ider  a s h i f t  
i n  time horizon under a p p r o p r i a t e  circumstances. 

A v a r i e t y  of prompts might be  u t i l i z e d  t o  s t i m u l a t e  
" c r e a t i v i t y , "  o r  t h e  genera t ion  of novel  opt ions.  The 
system might ericourage t h e  u s e r  t o  adopt, hypothet ical-  
l y ,  a new "schema" of t h e  s i t u a t i o n  by ques t ion ing  h i s  
b a s i c  assumptions about t h e  t h r e a t ,  own s h i p ,  and envi- 
ronment - e s p e c i a l l y  where t h e  system d a t a  base a c t u a l l y  
has  information t h a t  d e v i a t e s  from "normaltt condit ions.  
A l t e r n a t i v e l y ,  t h e  system might encourage t h e  u s e r  t o  
b e t t e r  d e l i n e a t e  t h e  space of o p t i o n s  by genera t ing  op- 
t i o n s  t a i l o r e d  t o  s i n g l e  o b j e c t i v e s ,  e s p e c i a l l y  objec- 
t i v e s  n o t  s o  f a r  considered by t h e  user .  

Choice. Advisory prompts might s i g n a l  a u s e r  who 
i s  employing c u t o f f s  when t r a d e o f f s  bear  looking i n t o ;  
i n  p a r t i c u l a r ,  where t r a d e o f f s  involve  e v a l u a t i v e  dimen- 
s i o n s  he has  no t  a s  y e t  examined. More g e n e r a l l y ,  t h e  
Planning Module might monitor t h e  u s e r ' s  s e l e c t i o n  of 
information and s p e c i f i c a t i o n  of o p t i o n s ,  and d e r i v e  
hypotheses regarding t h e  u s e r ' s  d e c i s i o n  process  and 
conclusions.  The u s e r  would be advised when informa- 
t i o n  about t a c t i c a l  op t ions  which he  has no t  requested 
may have impl ica t ions  f o r  choice t h a t  c l a s h  wi th  t h e  
system-inferred user  model. 

User Override 

I n  a persona l ized  dec i s ion  a i d ,  u l t i m a t e  c o n t r o l  
over  t a s k  assignments belongs t o  t h e  user .  We have 
j u s t  seen how t h i s  f l e x i b i l i t y  might be counterbalanced 
by t h e  a i d ' s  c a p a b i l i t y  t o  monitor t h e  user .  I n  a com- 
plementary fash ion ,  t h e  u s e r  might q u i t e  g l a d l y  hand 
over  c e r t a i n  t a s k s  t o  t h e  a i d ,  r e t a i n i n g ,  however, t h e  
c a p a b i l i t y  of monitor ing i t s  performance and i n t e r j e c t -  
i n g  h i s  own judgments where h e  deems i t  appropr ia te .  

In a second p r o j e c t  f o r  O M ,  DSC h a s  developed 
d e c i s i o n  a i d s  which can i n c o r p o r a t e  both o b j e c t i v e  d a t a  
and s u b j e c t i v e  judgment.[23][24][25] A s p e c i a l  focus 
of t h i s  work has  been t h e  a n a l y s i s  of pass ive  sonar  d a t a  
t o  e s t i n a t e  t h e  range of a t a r g e t  on a nuc lear  a t t a c k  
submarine. This  t a s k ,  l o g i c a l l y ,  should be  included 
w i t h i n  t h e  s i t u a t i o n '  assessment f e a t u r e  of t h e  a t t a c k  
planning a i d  descr ibed  i n  previous s e c t i o n s .  I n  par- 
t i c u l a r ,  work on t h i s  a i d  has  shed some l i g h t  on how 
t h e  Adjust Module might be u t i l i z e d  t o  f a c i l i t a t e  u s e r  
i n p u t s  i n t o  an otherwise automatic  process .  

Problem S e t t i n g  

Numerous techniques a r e  a v a i l a b l e  f o r  es t imat ing  
t a r g e t  range - based on d i f f e r e n t  a s p e c t s  of t h e  d a t a  
(e. g., bear ing ,  i n t e n s i t y ,  ang le  between d i r e c t  and 
r e f l e c t e d  sound pa ths )  and us ing  d i f f e r e n t  a n a l y t i c a l  
t o o l s  and assumptions. Typica l ly ,  s i n c e  t h e i r  sources  
of e r r o r  a r e  bo th  pronounced and d i f f e r e n t ,  they pro- 
duce q u i t e  d i v e r s e  e s t i m a t e s .  Confronted with a d iver -  
gent  s e t  of e s t i m a t e s ,  t h e  commander is  l i k e l y  e i t h e r  
t o  suspend judgment about range a l t o g e t h e r  o r  t o  focus 
on only one o r  two favored techniques,  a t  t h e  expense 
of  o t h e r s  t h a t  might e i t h e r  cor robora te  o r  c o n t r a d i c t  
them. Attack may be need less ly  delayed whi le  a good 
s o l u t i o n  i s  improved, o r  be launched prematurely based 
on overconfidence i n  a bad one. 

Pooling Aid 

A range pooling d e c i s i o n  a i d  h a s  been developed, 
u t i l i z i n g  a Bayesian framework t o  a s s i s t  t h e  command 

s t a f f  i n  balancing and i n t e g r a t i n g  t h e  d i v e r s e  s e t s  o f -  
r e l e v a n t  information. The a i d  d i s p l a y s  evidence ( i .e . ,  
p a r t i c u l a r  ranging techniques w i t h  assessments  of t h e i r  
q u a l i t y )  a s  w e l l  a s  conclusions (a  s i n g l e  b e s t  guess a s  
t o  t a r g e t  range t o g e t h e r  w i t h  a n  i n t e r v a l  of uncertain-  
t y ) .  This  a i d  has been implemented f o r  t e s t i n g  pur- 
poses a t  t h e  Naval Underwater Systems Center (NUSC- 
Newport). 

For p resen t  purposes, two c r i t i c a l  f e a t u r e s  of 
t h e  a i d  should be noted: 

It can opera te  i n  a completely automatic  mode. 

Defaul t  es t imates  of  pool ing parameters ,  i .e . ,  weights  
descr ib ing  t h e  prec i s ion  of  t h e  s o l u t i o n s  and t h e i r  
c o r r e l a t i o n s ,  a r e  based on at-sea e x e r c i s e  d a t a .  U l t i -  
mately,  d e f a u l t  parameters w i l l  be con t ingent  on a 
v a r i e t y  of environmental and t h r e a t  c h a r a c t e r i s t i c s .  

e The u s e r  can i n t e r p o s e  h i s  own assessments  i n  
a d d i t i o n  t o  o r  i n  p l a c e  of d e f a u l t  es t imates  
a t  any po in t  i n  t h e  range pooling process .  

Prel iminary Test ing of I n t e r a c t i v e  Modes. 

The pooling a i d  has been t e s t e d  i n  t h r e e  modes: 

(1) t o t a l l y  automatic (defau l t  weigh ts ) ,  

(2) t o t a l l y  s u b j e c t i v e  (weights suppl ied  by 
u s e r ) ,  and 

(3) u s e r  over r ide  ( d e f a u l t  pooled s o l u t i o n s  
ad jus ted  by u s e r ) .  

Prerecorded d a t a  from at-sea e x e r c i s e s  were used t o  
s imula te  condi t ions  (2) and (3). Recorded command s t a f f  
es t imates  ("system s o l u t i o n s t t )  were used t o  d e r i v e  sub- 
j e c t i v e  weights  by m u l t i p l e  r e g r e s s i o n  of command s t a f f  
e s t i m a t e s  on t h e  p a r t i c u l a r  ranging techniques.  Com- 
mand s t a f f  adjustment of d e f a u l t  pooled s o l u t i o n s  was 
s imulated by pooling command s t a f f  es t imates  and de- 
f a u l t  pooled es t imates .  

Figure 3 summarizes t h e  r e s u l t s  of  t h i s  t e s t  f o r  
two d i f f e r e n t  samples of Rangex da ta :  

parameter-estimation sample 

Cross-validation sample m 

Hean 
Absolute 1.0 
Er ror  

0 

Command Pooling Adjusted 
s t a f f  w i t h  d e f a u l t  

es t imate  s u b j e c t i v e  pooled 
weights  s o l u t i o n  

Sample 501,57/1 506,551 
Size 78*,95* 

Figure 3'. Ra t io  of  Mean Absolute Er ror  (MAE) f o r  Var- 
ious  I n t e r a c t i o n  Modes t o  MAE f o r  Defaul t  P ~ o l e d  
Solut ion.  I = Rangex 1-78 d a t a ;  * = Rangex 1-78 and 

1-79 d a t a  



S u b j e c t i v e  Pooling. Pooling w i t h  s u b j e c t i v e  
weights  was s u p e r i o r  i n  accuracy both t o  t h e  command 
s t a f f  e s t i m a t e  and t o  t h e  s p e c i f i c  ranging techniques.  
Although command s t a f f  e s t i m a t e s  were s u p e r i o r  t o  par- 
t i c u l a r  rang ing  techniques,  t h e  s u p e r i o r i t y  of  pool ing  
w i t h  command s t a f f  weights  t o  t h e  command s t a f f  i t s e l f  
sugges t s  t h a t  t h e  in format ion  a c t u a l l y  a v a i l a b l e  t o  
t h e  command s t a f f  was n o t  being op t imal ly  u t i l i z e d  by 
them.[26] These r e s u l t s  would occur ,  f o r  example, i f  

. t h e  command s t a f f  were p r o b a b i l i s t i c a l l y  s e l e c t i n g  
among e s t i m a t e s ,  w i t h  p r o b a b i l i t i e s  dependent on t h e i r  
r e l a t i v e  accuracy,  r a t h e r  than  p a .  

Automatic Pooling. Pooling w i t h  d e f a u l t  weights  
was more a c c u r a t e  t h a n  pooling w i t h  s u b j e c t i v e  weights. 
This  i s  n o t  s u r p r i s i n g  s i n c e  d e f a u l t  weights  were o p t i -  
mized f o r  t h e  type  of  d a t a  involved i n  t h e  t e s t .  It i s  
a t  l e a s t  p o s s i b l e  t h a t  s u b j e c t i v e  weights  would outper- 
form d e f a u l t  weights  i n  s i t u a t i o n s  which d i f f e r  sharp ly  
from e x e r c i s e  condi t ions .  

User Override. The most a c c u r a t e  r e s u l t  was ob- 
t a ined  i n  t h e  t h i r d  condi t ion ,  where o b j e c t i v e  ( d e f a u l t )  
d a t a  and s u b j e c t i v e  i n p u t s  were combined. This  s t rongly  
sugges t s  t h a t ,  d e s p i t e  i n e f f e c t i v e  u t i l i z a t i o n ,  command 
personnel  have access  t o  r e l e v a n t  information n o t  
incorpora ted  i n  t h e  pool ing  a id .  

-This in format ion  can be tapped without burdening 
personnel  wi th  t h e  t a s k  of formally pool ing es t imates .  
Leaving t h a t  job  t o  t h e  d e c i s i o n  a i d ,  a p p r o p r i a t e  s t a f f  
might none the less  monitor  i t s  performance and make 
adjustments  when they  observe s i g n i f i c a n t  d i sc repanc ies  
from t h e i r  own i n t u i t i v e  s o l u t i o n s .  The Aler t ing  Mod- 
u l e  can assist i n  t h i s  monitoring, by a l e r t i n g  s t a f f  
when d e f a u l t  pooled range e s t i m a t e s  o r  i n t e r v a l s  of 
u n c e r t a i n t y  f a l l  o u t s i d e  a user-specif ied "plausible"  
region.  Quite  a p a r t  from any enhancement of user  
acceptance,  our  d a t a  suggest  t h a t  incorpora t ion  of 
judgments i n  a d d i t i o n  t o  o b j e c t i v e  d a t a  can improve t h e  
q u a n t i t a t i v e  accuracy of a i d  ou tpu ts .  

Other Appl ica t ions  

The requirement of s t e a l t h  i n  war fa re  o f t e n  i m -  
poses a s e v e r e  c o n s t r a i n t  on communication among f r iend-  
l y  u n i t s .  Coordination can be  achieved by prespecify-  
i n g  courses  of a c t i o n ,  but  a t  t h e  expense of f l e x i b i l -  
i t y .  The combination of automatic  a.id func t ion ing  and 
u s e r  o v e r r i d e  c a p a b i l i t y  o f f e r s  a d i f f e r e n t  approach. 
It may be appl ied  t o  op t ion  generat ion ( f o r  example, 
u s e r  o v e r r i d e  of d e f a u l t  o p t i o n  genera t ion  s e t t i n g s )  
and choice  ( f o r  example, u s e r  over r ide  of d e f a u l t  eval-  
u a t i o n s  of outcomes, such a s  t h e  r e l a t i v e  worth of 
d i f f e r e n t  types of t a r g e t s ) .  I n e i t h e r  of t h e s e  cases ,  
d e f a u l t  s e t t i n g s  might be based on d o c t r i n e  o r  mission 
d i r e c t i v e s ;  t h e  p rov is ion  of o v e r r i d e  w i l l  then s e t  a 
balance between c e n t r a l  guidance and f l e x i b l e  response 
t o  unique circumstances. 

Conclusion 

Both t h e  a t t a c k  planning a i d  and t h e  range pooling 
a i d  have met w i t h  some success  i n  i n i t i a l  demonstra- 
t i o n s  w i t h  r e p r e s e n t a t i v e  p o t e n t i a l  use rs .  Nonethe- 
less, many i f  no t  most of t h e  b a s i c  i d e a s  presented i n  
t h i s  r e p o r t  remain un tes ted .  Careful  work remains t o  
be  done i n  d e l i m i t i n g  t h e  c o g n i t i v e  s t r u c t u r e s  and 
modes.of p rocess ing  t o  which a i d s  should c a t e r ,  i n  de- 
f i n i n g  and t e s t i n g  non-obtrusive p r e s c r i p t i v e  prompts, 
i n  i d e n t i f y i n g  non-burdensome methods f o r  incorpora t ing  
judgment, and i n  developing gu ide l ines  t o  determine 
when and f o r  whom methods of t h e  s o r t  descr ibed h e r e  
a r e  appropr ia te .  The hoped f o r  b e n e f i t s  i n c l u d e  both 
inc reased  u s e r  acceptance improved system perform- 
ance. 

Note - 
* The work described was supported by t h e  Off ice  of 
Naval Research. Engineering Psychology Group, under Con- 
t r a c t  Numbers N00014-82-C-0138 ( t e c h n i c a l  monitor J. 
O'Hare) and N00014-80-C-0046 ( t e c h n i c a l  monitors  M.A. 
T o l c o t t  and G.S. Malecki),  wi th  t h e  c o l l a b o r a t i o n  of t h e  
Naval Underwater Systems Center  (Code 35). R.C. Bromage, 
R.V. Brown, J .O.  Chinnis, L. Merchant-Geuder, J . W .  Payne, 
and R. P a r i s e a u  have c o n t r i b u t e d  i n  a v a r i e t y  of ways 
t o  this e f f o r t .  

References 

[ l ]  Mintzberg, H. Impediments t o  t h e  use of management 
information.  New York: Nat iona l  Associat ion of Ac- 
counts, undated. 

[2] Sinaiko,  H.W. Opera t iona l  d e c i s i o n  a i d s :  A pro- 
gram of appl ied  research  f o r  Naval command and c o n t r o l  
systems (Technical Report 5 ) .  Washington, D.C.: Smith- 
sonian I n s t i t u t e ,  J u l y  1977. 

[3] Cohen, M.S., Bromage, R.C., Chinnis, J . O . ,  Jr.,- 
Payne, J . W . ,  and U l v i l a ,  J . W .  A personal ized and pre- 
s c r i p t i v e  a t t a c k  planning d e c i s i o n  a i d  (Technical Report 
82-4). F a l l s  Church, VA: Decis ion Science Consortium. 
Inc. ,  J u l y  1982. 

[ 4 ]  Schum, D.A., and Mart in,  A.W. Assessing the  pro- 
b a t i v e  v a l u e  of evidence i n  v a r i o u s  in fe rence  s t ruc-  
t u r e s  (Research Report 81-02). Houston, TX: Rice 
Univers i ty ,  1981. 

151 Wason. P.C. On t h e  f a i l u r e  t o  e l i m i n a t e  h v ~ o t h -  - - . . 
e s e s  i n  a conceptual  t a s k .  Quar te r ly  Journa l  of Exper- 
imenta l  Psychology, 1960, 12, 129-140. 

[6] Wason, P.C. On t h e  f a i l u r e  t o  e l i m i n a t e  hypoth- 
eses...A second look.  I n  P.C. Wason and P.N. Johnson- 
La i rd  (Eds.),  Thinking and reasoning,  1981, 1, 242-248. 

[7] Einhorn, H.J.  Learning from experience and sub- 
opt imal  r u l e s  i n  d e c i s i o n  making. I n  T.S. Wallsten 
(Ed.), Cognit ive processes  i n  choice and dec i s ion  
behavior .  H i l l s d a l e ,  N J :  Lawrence Erlbaum Assoc., 
Inc. ,  1980. 

[8 ]  L i c h t e n s t e i n ,  S., F i schhof f ,  B., and P h i l l i p s ,  L. 
D. C a l i b r a t i o n  of p r o b a b i l i t i e s :  The s t a t e  of t h e  
a r t  t o  1980. In  D. Kahneman, P. S lov ic ,  and A. Tversky 
(Eds.), Judgment under uncer ta in ty :  H e u r i s t i c s  and 
b iases .  New York: Cambridge Univers i ty  Press ,  1982. 

[9]  Schum, D.A., DuCharme, W . ,  and DePi t t s ,  K. Re- 
search on human m u l t i s t a g e  p r o b a b i l i s t i c  in fe rence  
processes .  Organiza t iona l  Behavior and Human Perform- 
ance, 1973, 111, 318-348. - 
[ l o ]  Beyth-Marom, R. The s u b j e c t i v e  p r o b a b i l i t y  of 
conjunct ions (Decision Research Report 81-12). Eugene, 
OR: Decision Research, December 1981. 

[ l l ]  S lov ic ,  P., Fischhoff ,  B., and Lich tens te in ,  S. 
Accident p r o b a b i l i t i e s  and s e a t  b e l t  usage: A psycho- 
l o g i c a l  perspec t ive .  Accident Analysis  and Prevent ion,  
1978, 10, 281-285. 

[12] S t r e u f e r t ,  S., and S t r e u f e r t ,  S.C. S t r e s s  and 
t h e  measurement of t a s k  performance. I. Decision 
making i n  complex t a s k s  (Technical Report 3 ) .  Hershey, 
PA: The Mil ton S. Hershey Medical Center ,  Department 
of  Behavioral  Science, 1981. 

[13] Dr iver ,  M . J . ,  and Mock, T.J. Human information 
processing,  d e c i s i o n  theory  s t y l e ,  and accounting 



) % I  . 
information systems. Accounting Review, 1976, 0, 4.90- 
508. 

[14] Pitz, G.F., Sachs, N.J., and Heerboth, J. Proced- 
ures for eliciting choices in the analysis of individual 
decisions. Organizational Behavior and Human Perform- 
ance, 1980, 6(3), 396-408. - 
[IS] Payne, J.W. Information processing theory: Some 
concepts and methods applied to decision research. In 
T. Wallsten (Ed.), Cognitive processes in choice and 
decision behavior. Hillside, NJ: Lawrence Erlbaum, 
1981. 

. . 
[161 Johnson, E.J., and Payne, J.W. Accuracy and ef- 
fort in choice. Pittsburgh, PA: Carnegie-Mellon 
University, March 17. 1983. 

[17] Tversky, A. Elimination by aspects: A theory of 
choice. Psychological Review, 1972, 79(4), 281-299. 

[18] Simon, H.A. Models of man, social and rational: 

[19] Svenson, 0. Process descriptions of decision 
making. Organizational ~ehavior-and Euman Performance, 
1979, 23% 86-112. 

[20] Chase, W.G., and Simon, H.A. The mind's eye in 
chess. In W.G. Chase (Ed.), Visual information proces- 
sing. New York: Academic Press, 1973. 

(211 Klein, G.A. Automated aids for the proficient 
decision maker. IEEE Transactions on systems. Man, and 
Cybernetics, 1980, 301-304. 

[22] Cohen, M.S., and Freeling, A.N.S. The impact of 
information on decisions: Command and control system 
evaluation (Technical Report 81-1). Falls Church, VA: 
Decision Science Consortium, Inc., 1981. 

[23] Cohen, M.S., and Brown, R.V. Decision support for 
attack submarine commanders (Technical Report 80-11). 
Falls Church, VA: Decision Science Consortium, Inc., 
October 1980. 

[24] Cohen, M.S. Quantitative validity of objective and 
subjective inputs for a target range'pooling decision 
aid. Proceedings of the 49th Military Operations Re- 
search Symposium (U) (MORS-49). Alexandria, VA: Mili- 
tary Operations Research Society, Inc., June 1982. (S) 

[25] Bromage, R.C., Brown, R.V., Chinnis, J.O., Jr., 
 ohe en, M. ST, and Ulvila, J.W. Decision aids .for sub- 
marine command and control. Phase 111: Concept imple- 
mentation (U) (Draft Technical Report 83-2). Falls 
Church, VA: Decision Science Consortium, Inc., March 
1983. ( C )  

[26] Dawes, R.M. The mind, the model, and the task. 
In Restle, F. et al., (Eds.), Cognitive theory. Hills- 
dale, NJ: Lawrence Erlbaum, Assoc., 1975, Vol. 1, 
119-130. 


