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1.0 INTRODUCTION 

1.1 The Problem: Displays for Intelligent Svstems 

Guidelines for the human factors engineering of the man-machine interface have 

traditionally focused on sensing and acting: i.e., display features and input 

devices that conform to human perceptual/motor capabilities and preferences. 

In recent years, however, artificial intelligence (AI) techniques have intro- 

duced a new class of systems with which humans are required to interact: sys- 

tems which attempt to replicate, or improve on, human reasoning. As intel- 

ligent systems are proposed for an expanding sphere of operational roles, at- 

tention has begun to turn to machine-assisted thought, and to the manner in 

which computer-implemented storage and transformation of information can be 

optimally interfaced with human knowledge representations and processing 

strategies. Human-computer interface design has become cognitive. This 

report is intended as a contribution to the emerging application of cognitive 

science to human-computer interaction. 

Nowhere is the challenge greater than in the design of pilot displays for in- 

telligent avionics in high-performance combat aircraft. Near-future air war- 

fare environments will be characterized by increasing aircraft velocities, by 

increasing sensor and weapon ranges, and by increasingly well-hidden threats 

on the ground and in the air. The result is both reduced response time for 

pilots and heightened uncertainty under which such responses must be made. 

Increasing automation of more routine system functions (such as aircraft con- 

trol, target detection, tracking, and weapons control) has made cognitive ac- 

tivity, such as resolving uncertainty and balancing risks, a relatively more 

important and time-critical component of the pilot's task. The natural result 

has been increasing interest in the development of intelligent computerized 

support for high-level pilot decisions. 

The interface problem for such systems is formidable. To work effectively, 

they must produce collaborative outputs that tap potential contributions of 

both human and computer within a period typically of a few seconds. In short, 

they must achieve a degree of cognitive integration of user and system that: is 

virtually unheard of in other applications. 



Traditional approaches to the human-computer interface (e.g., as summarized in 

Ramsey and Atwood, 1979; Engel and Granda, 1975) have not adequately addressed 

this problem. For example, principles for the design and formatting of dis- 

plays are inadequate for the portrayal of abstract concepts, such as threat 

values and uncertainties regarding threat location and identity, on which tac- 

tical decisions (whether human or machine) must be based. Similarly, tradi- 

tional guidelines for data entry are largely irrelevant for ensuring effective 

utilization of on-the-spot insights by users in a real-time process. Artifi- 

cial intelligence contributions to the user-computer interface have focused 

for the most part on input-output tools (e.g., spatial data management, 

natural language understanding, voice I/O), rather than the effective use of 

those tools in collaborative human-computer problem-solving. Even work in the 

expert systems area (e. g. , on explanation and mixed- initiative dialogues) has 
emphasized an essentially passive role for users, as initiators of queries, 

recipients of answers and explanations, and providers of raw, undigested data. 

One result has been the prevalent assumption that successful real-time tacti- 

cal systems must entrust their duties almost wholly to the computer and leave 

little or no opportunity for human contributions. Collaborative aids that 

interweave human and computer reasoning and decision processes have evolved 

(if at all) by trial and error. 

Efforts to develop a truly cognitive approach to interface design are, as yet, 

only incipient (cf., Norman and Draper, 1986). The enterprise is difficult 

for two reasons (at least). First, because cognitive science is itself not 

yet a mature discipline. A variety of models of human knowledge repre- 

sentation have been proposed, which differ in basic units (e.g., rules, ob- 

jects, activities), in the processes that manipulate those units, and in the 

psychological functions they are thought to serve. Second, because the main 

focus is toward theory rather than application, the implications (if any) of a 

particular cognitive theory for the design of an interactive interface are of- 

ten far from obvious. Research on the "applicationw of cognitive theories, 

therefore, is not a simple matter of converting first principles into en- 

gineering diagrams. It must itself proceed in a tentative, hypothesis-testing 

mode. First, concepts from basic research must be selected based on their ap- 

parent relevance to the problem domain and empirical plausibility; then, the 



implications of these concepts for display design must be made explicit; 

finally, the displays based on these concepts must be carefully evaluated. 

The results, in turn, might provide valuable feedback and sharpened focus for 

basic research. 

Our hypothesis is that recent work in cognitive science can provide the under- 

pinnings for a new methodology of interface design for real-time interactive 

aids. Specifically, that methodology is based on insights from (a) work on 

knowledge representation and (b) research on psychological decision theory. 

These sources are complementary. Displays which represent information in ac- 

cordance with users' own internal representations should be more readily util- 

ized, should be understood more quickly and accurately, and should provide a 

more effective context for eliciting on-the-spot user knowledge. On the 

other hand, human knowledge representations and information processing 

strategies are imperfect; the literature on psychological decision behavior 

reveals a number of ways in which preferred methods for reasoning may lead to 

biases or fallacies. Our aim, then, is to articulate a design methodology 

which emphasizes both compatibility with user-preferred methods for repre- 

senting and using knowledge, and techniques for avoiding the biases to which 

those methods ordinarily lead. 

1.2 Obiectives and Scope 

The research reported here is the product of a 6-months Phase I effort in the 

Small Business Innovative Research (SBIR) program. The objectives were to: 

a) examine relevant theories and concepts from research on knowledge 

representation, behavioral decision making, and decision aiding, 

b) develop a methodology for generating display design concepts for 

pilot interaction with intelligent systems, based upon those 

theories, 

c) use the methodology to develop experimental display design concepts, 

and 



d) conduct preliminary feasibility tests of those concepts. 

The initial application context involved an air-to-ground strike mission. In 

order to reach a target deep within enemy territory, an aircraft must avoid or 

defeat a variety of surface threats whose identity, location, and/or 

capabilities may be wholly or partly unknown. Information may be obtained 

during the flight itself from on-board sensors or radio messages from air or 

ground stations which in some cases can help identify new threats, resolve the 

uncertainties in prior intelligence, and help pilots select an adaptive 

response (e.g., a revised route). Several overlapping and interrelated topics 

were of specific initial concern to us within this context: 

o dynamic displays, that is, displays that change as the mission 

progresses, as new threat information is received, or as computa- 

tions modify conclusions about threat assessments or preferred 

routes and tactics; 

o uncertainty, how pilots think about it, how it affects their deci- 

sions, and how displays should be designed to represent it; 

o hierarchically organized information, i.e., how information should 

be aggregated so that displays are uncluttered and the pilot's at- 

tention is focused on the appropriate level of detail; 

o explanations of system reasoning, i.e., how to display in a clearly 

intelligible way the basis of inferences from incomplete and unreli- 

able data and the reasons for recommended courses of action within 

the limited available response time. 

Phase I specifically excluded consideration of air threats and air-to-air mis- 

sions. Further, the principle focus was on in-flight pilot aids as opposed to 

prestrike ground planning. Nevertheless, certain aspects of the planning 

process had to be considered, specifically the role of intelligence informa- 

tion and uncertainty about threat location and type, in order to understand 

the impact of new information received during the mission. 



Finally, the emphasis in this phase of the study was on the development of a 

methodology based upon the underlying relevant theory, and on display concepts 

that illustrated the application of this theory, rather than on the 

development of detailed prototype displays. Thus, in balancing the amount of 

effort to be devoted during Phase I on theory and method versus software 

development, the emphasis was on theory and method. 

1.3 Approach and Overview of the Report 

The approach consisted of several steps: 

a) A critical review was conducted of the research literature dealing 

with knowledge representation (especially mental models) and be- 

havioral decision theory (especially the work on cognitive biases 

leading to errors in judgment) in order to identify relevant 

theoretical formulations for an in-flight pilot display design 

methodology. 

b)  Structured interviews were held with three experienced Air Force 

pilots of tactical strike aircraft, in which they were led through a 

typical mission, new threat information was presented periodically, 

and they were asked how they thought about the situation as it 

developed, the uncertainties inherent in the situation assessment, 

and,the choice of responses. Questions were designed to probe their 

ways of mentally organizing and representing information, potential 

biases in making decisions, and the type of displayed information 

and method of display that would most help them in handling uncer- 

tainty and reaching a timely decision. 

c) The design methodology was applied to data elicited from the pilots, 

and a series of preliminary pilot displays was developed. The 

preliminary displays were programmed on an IBM-PC/AT in a sequence 

keyed to a mission scenario. These displays conformed to the con- 

straints imposed by mental model theory, while providing prescrip- 

tive guidance based on behavioral decision theory. 



d) The demonstration system was reviewed individually by the three 

pilots who had been interviewed initially. Ratings were solicited 

from the pilots regarding specific features on each display. The 

ratings were based on a 7-point scale from 1 (very good) through 4 

(neutral) to 7 (very bad), and comments were solicited to explain 

the reasons underlying the ratings and to suggest improvements or 

alternative designs. During this review (which was tape-recorded), 

the research team attempted to further clarify the mental models and 

decision strategies underlying the pilots' responses. 

e) Finally a demonstration version of the final display concepts was 

developed and demonstrated at Wright-Patterson Air Force Base. 

In Section 2.0 below we examine the relevant cognitive science literature and 

describe a methodology for the design of displays for intelligent systems. 

Section 3.0 then presents the results of applying that methodology to the 

preliminary design and evaluation of in-flight pilot displays. Finally, Sec- 

tion 4.0 summarizes the conclusions from Phase I and points toward future re- 

search. 



2.0 COGNITIVE SCIENCE FOUNDATIONS FOR INTERFACE DESIGN METHODS 

In this section we propose a theoretical basis for a methodology of cognitive 

interface design. As noted in Section 1.1, that methodology has a dual 

basis: (1) displaying information in a way that is compatible with a decision 

maker's preferred method of representing knowledge and solving problems; while 

(2) providing protective devices to guard against associated biases. Thus, 

the two major areas of cognitive science research of concern to us are models 

of human knowledge representation and reasoning, and research on errors in 

judgment and decision making. This by no means, therefore, purports to be a 

complete review: there is considerable additional cognitive research litera- 

ture with an important bearing on human-computer interaction. Rather, we 

focus here on work which, on the one hand, has been relatively neglected in 

the context of system design, and which, on the other hand, has been the major 

source of insights for the design methodology which we propose. 

We argue that these two research traditions are complementary and can shed 

light on one another both at a theoretical level and in their application to 

design. Sections 2.1 through 2.3 examine this literature, while Section 2.4 

extracts their implications for display design. 

2.1 Levels of Cognitive Performance 

Rasmussen (1983; 1986) has introduced a classification of levels of human per- 

formance which will serve as a useful starting point for the knowledge repre- 

sentation concepts to be developed in the next section. As shown in Figure 

2-1, Rasmussen distinguishes performance which is skill-based, rule-based, and 

knowledge-based. 

Skill-based behavior involves smooth, automated, highly integrated patterns of 

behavior in which the body typically acts as a "multivariable continuous con- 

trol system synchronizing movements with the behavior of the environment." 

Sensory inputs serve two functions at this level: as "signs" which trigger 

appropriate behavioral patterns (e.g., an incoming missile elicits the 

response pattern of taking evasive action); and as "signals" which modulate 

and control an already activated pattern (e.g., observation of the distance 
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and angle of approach of the missile). Skill-based behavior is not typically 

a matter of simple feedback control. Rather, it depends on a flexible and 

dynamic internal model of the environment, which is continually updated by 

signals from the environment, which permits the individual to anticipate 

likely environmental perturbations, and which integrates activities into a 

single, smooth sequence. Pilots engaged in an evasive maneuver, for example, 

may have an instant three-dimensional mental "picture" of the entire pattern 

to be executed by the aircraft and an automated unconscious set of behavioral 

routines for carrying it out. 

At the next higher level of performance, rule-based behavior is consciously 

controlled by a stored rule or procedure. Such a rule may have been acquired 

by direct experience or it may have been learned from other people by instruc- 

tion. For example, a pilot may discover the appropriate distance and altitude 

for avoiding detection by a particular enemy missile site through his own ex- 

perience (e.g., of being illuminated by its tracking radar at certain loca- 

tions and not at others); or he may have been briefed on what to do in the 

vicinity of such a threat during mission planning. Rule-based behavior is 

goal-oriented only in a limited sense: behavior is governed by rules that 

were successful in previous performance (one's own or others'). But the goal 

remains implicit in the use of the rule; there is no explicit reasoning or 

problem-solving to discover the best way to achieve the goal. Individuals may 

acquire a large store of rules at this level which enable them to respond 

adaptively to relatively familiar or expected situations. 

The next level of performance, knowledge-based behavior, is relevant when the 

situation is unfamiliar. If no rules are available for achieving the goal, 

the individual must draw upon a deeper understanding of the causal relation- 

ships in the environment which determine the conditions under which his goal 

can and cannot be achieved. He must construct a "mental model" of the situa- 

tion in which alternative courses of action and alternative outcomes can be 

simulated. For example, a pilot confronted by conflicting information about 

the classification or location of a threat may utilize his understanding of 

the strengths and weaknesses of the different sources of information under 

various conditions to resolve the conflict. Confronted by an unusual con- 

figuration of unexpected threats on his flight path, he may utilize his 



knowledge of threat capabilities and tactics to mentally "simulate" alterna- 

tive routes. At this level, environmental inputs no longer function as 

"signs" which are associated with prelearned procedures, but as "symbols" 

which provide evidence for functional properties and causal relationships. 

The development of cognitive capabilities often involves transfer of control 

from a higher to a lower level. Thus, an initial stage of rule-following 

(e.g., relying on instructor and textbook in the operation of a flight 

simulator) will be replaced after a period of direct practice by a more 

automated and intuitive mode of operation. Similarly, basic knowledge of the 

causal and functional properties of a domain (e.g., characteristics of weapons 

and threats) will be replaced after experience with more stereotyped rule- 

based reactions. Nevertheless, higher-level control may occasionally inter- 

vene in the execution of a well-practiced capability. Rules may control the 

sequencing of skilled routines or impose constraints on how the skill is ex- 

ecuted (e.g., "the incoming missile is a very fast one, so execute the evasive 

pattern quickly.") Similarly, when rules prove inadequate for performance in 

novel situations (e.g., conflicting evidence or unexpected threats), it is 

necessary to ascend to higher level knowledge-based reasoning in order to 

determine what to do and, perhaps, to generate appropriate rules. 

2.2 Knowled~e - Representations 

Improved understanding of pilot cognitive processes can be obtained by going 

beyond Rasmussen's scheme to a more detailed consideration of the knowledge 

representations required to implement it: first, by introducing a more active 

and hierarchical representation of stereotypical information at the "rule- 

based" level; and second, by examining constraints on performance derived from 

the nature and functio'n of mental models. 

2.2.1 Schemas and scripts. In his discussion of performance in familiar 

situations, Rasmussen implies that knowledge of this type is composed of small 

unrelated units (rules) which are activated in a stimulus-driven, or "bottom 

up," fashion. An example of this type of control is a standard production 

system which contains a large number of rules of the form "If <situation> then 

<action>." When the conditions specified in the antecedent of the rule are 



satisfied, the action described in the consequent is performed. That action 

may create conditions which cause other rules to fire, and so on. 

A large body of cognitive science research suggests, however, that human per- 

formance even in familiar, stereotypical situations involves more highly 

structured types of knowledge and more active, "top-down" processing than are 

found in the standard production system. The notion of a schema (or frame) 

provides a convenient means of representing knowledge of this type. Schemas 

are data structures corresponding to familiar types of objects, situations, 

events, sequences of events, actions, or sequences of actions (Rumelhart and 

Norman, 1985). 

Three features of schema-based representations are central: 

Schemas have slots or variables which specify which types of infor- 

mation it is appropriate to seek about a particular type of thing. 

For example, a pilot's schema for a surface-to-air missile site 

might include slots for radar range, radar altitude, missile range, 

missile effectiveness, local terrain features, etc. In some cases 

slots may have default values, i.e., values which are expected or 

assumed to be correct until evidence to the contrary is obtained. 

For example, pilots may cautiously assume that a missile of unknown 

type has maximum capability until they learn otherwise. 

(2) Schemas represent knowledge at multiple levels, and these levels are 

hierarchically organized both in terms of "is-a-part-of" relation- 

ships and in terms of "is-a-kind-of" relationships. Schemas typi- 

cally include other schemas as parts: e.g., the SAM site schema may 

include sub-schemas for each major component of the site (radar, 

missile, terrain). In addition, schemas may exist for types of ob- 

jects, events, etc. at varying levels of generality; for example, 

there may be a general schema for weapons, a more specific schema 

for anti-air weapons, a still more specific schema for surface-to- 

air missiles, and a schema for a specific type of surface-to-air 

missile (e.g., SA-2). Each schema inherits slots and default values 

from schemas above it in the generalization hierarchy. Both types 



of hierarchical organization provide powerful tools for generating 

expectations and guiding the collection of new information. 

(3) Finally, schemas are active processors of information, rather than 

static repositories of facts. The ensemble of schemas embodying a 

person's knowledge works together to make sense of incoming data and 

to guide action. Each schema continually assesses its own ap- 

plicability to the current situation, determines what further infor- 

mation should be sought or expected, and forwards relevant findings 

to other schemas (cf., Minsky, 1979). Schemas thus bridge the 

traditional gap between static "declarativett representations and ac- 

tive "procedural" representations (Winograd, 1972). 

The pattern of communication among schemas may be determined jointly by the 

task and by their hierarchical organization. In inference tasks like diag- 

nosis or classification, a relatively generic schema (e.g., an antiair missile 

site) may respond to available evidence by deciding that it applies to a 

situation and then activate schemas for specific subtypes (e.g., SA-2, SA-8, 

SA-9 . . . ) ;  the subtypes then compete to determine which of them applies; and 

so on down a hierarchical tree (cf., Chandrasekaran, 1983). The task of plan- 

ning may also involve increasingly detailed specification of schemas. But 

planning may also involve the schema for part of an activity activating the 

schema for the whole, which in turn activates schemas for other (subsequent) 

parts of the activity. Schemas for activities thus not only support the 

process of recognizing or interpreting what is going on, but once the context 

has been recognized, determine what actions an agent should take within it 

(Galambos, Abelson and Black, 1986). 

A specific type of schema, suited for representing knowledge about familiar 

activities, is the script (Schank and Abelson, 1977). A script contains slots 

whose values specify the objects ("props") and persons ("roles") which par- 

ticipate in the activity, its entry conditions, and results, as well as the 

sequence of scenes which constitutes the activity. For example, Figure 2-2 is 

a hypothetical pilot's script for an offensive counter-air (OCA) mission, and 

contains slots for the aircraft, target, IP, way-points, and mission com- 

ponents (or scenes). Such a script encapsulates the pilot's prestored 
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Figure 2-2: An Illustrative Script Representation for an OCA Mission 



knowledge about OCA missions and guides his expectations and actions as he 

proceeds. (In a real script, scenes would be specified in much greater 

detail. ) 

Both types of hierarchical organization (is-a-part-of and is-a-kind-of) are 

relevant in script-based representations. First, scripts may be hierarchi- 

cally composed of scenes (e.g., ingress, attack, egress) which are themselves 

scripts or which contain scripts as parts. Second, in recent work Schank 

(1982) has described more general schemas (called MOPS) of which scripts are 

instances. Planning may involve activation of relevant generic schemas fol- 

lowed by a process of filling in details until a specific script is con- 

structed (cf., Stefik, 1981). For example, pilots may have generic schemas 

for strike missions which determine some of the features of OCA-mission 

scripts. On an even more general level, a schema called UM-Performance 

provides an abstract characterization which applies to OCA-missions as well as 

to any other "performance." According to Schank, this schema contains eight 

universal scenes: Preparatory (things done prior to entering a context), 

Enablement (entry into a context), Pre-Condition (things done prior to the 

main activity), Side-condition (tangential actions), Action (the main 

activity), Post-condition (tying up loose ends), Disenablement (leave), and 

Transition (move on to new things). Figure 2-2 illustrates how scenes in the 

OCA mission script might be organized under these categories. 

The concept of a script provides a considerably richer and more adequate rep- 

resentation of stereotypical performance than the notion of a rule. Scripts 

in fact provide a unifying context for other types of knowledge--both in the 

form of rules (at the most specific level within a scene) and in the form of 

other types of schemas (e.g., about threats, the aircraft, and terrain 

features), by showing where and how they become relevant in the course of a 

familiar activity (Leddo, Mullin, and Cohen, 1987). 

2.2.2 Mental models. Scripts, by definition, provide no capability for deal- 

ing with novel or unexpected situations. When deviations from a script occur, 

or no familiar script can be found which adequately matches the given cir- 

cumstances, knowledge-based reasoning must be invoked. Mental models may be 

employed to explain apparently anomalous events or to generate options that 



overcome unanticipated obstacles. Given the severe time pressures constrain- 

ing pilot performance, it is unlikely that they are able to make frequent ef- 

fective use of mental models in this way. Nevertheless, the potential con- 

tribution of pilot knowledge at this level is great, as is the need for hurnan- 

computer systems that can cooperatively adjust to unexpected circumstances. A 

major function of an intelligent avionics system may be to automate relatively 

routine or stereotypical tasks, and to alert pilots when high-level "manager- 

ial" or "troubleshooting" skills are required (cf., Moss, Reising, and Hudson, 

1984). Thus, it will be worthwhile to explore theories about the way people 

naturally solve problems at this level. 

What is a mental model? A variety of reviews and taxonomies of this concept 

now exist. Rouse and Morris (1986), building on Rasmussen (1979), provide a 

functional definition of mental models as "the mechanisms whereby humans are 

able to generate descriptions of system purpose and form, explanations of sys- 

tem functioning and observed system states, and predictions of future system 

states." They then discriminate among mental models in different domains 

(e.g., problem solving in physics versus manual control) based on whether or 

not a person is aware of his or her manipulation of a mental model and the ex- 

tent to which use of the model is a matter of choice as opposed to being dic- 

tated by the task. Young (1983) enumerates a variety of mental model 

mechanisms that have been proposed in the literature (e.g., analogy, device 

surrogate, mapping, problem space, grammar). 

These discussions fail to provide a basis for the mental model concept which 

liGks the proposed properties of mental models (e. g. , as reviewed by Young) to 

the functions they are meant to perform (e.g., as described by Rasmussen and 

Rouse and Morris). An understanding of that linkage is required in order to 

sort out and evaluate diverse definitions and theories. Moreover, Rouse and 

Morris do not distinguish between knowledge that is simply retrieved by means 

of a mental model and knowledge which is generated for the first time by such 

models. We would argue that a theory of mental models must in fact make this 

discrimination; that it should begin with the function of generating new 

knowledge and the constraints that function imposes on representational 

properties; and that the use of mental models to support stereotypical skill 

in familiar situations is derived from this more basic function. 



In his classic book, The Sciences of the Artificial, Herbert Simon (1969) 

argues that "human problem solving, from the most blundering to the most in- 

sightful, involves nothing more than varying mixtures of trial and error and 

selectivity. The selectivity derives from various rules of thumb, or heuris- 

tics, that suggest which paths should be tried first and which leads are 

promising" (p. 97). Within our framework, Simon's "selectivity" corresponds 

to stereotypical, pre-existing knowledge, and "trial and error" corresponds to 

knowledge-based reasoning. As Simon notes, "the more difficult and novel the 

problem, the greater is likely to be the amount of trial and error required to 

find a solution" (p.95). 

In a recent discussion, D.C. Dennett (1978) has argued that the prominence of 

generate-and-test (or "trial and error") mechanisms in A1 programs is no acci- 

dent, that any process in which genuinely new knowledge is created within a 

system must involve some version of variation (trial) and selection (error). 

First, since the knowledge is new, it must be underdetermined by the pre- 

existing design (i.e., knowledge) of the system; in other words, there must be 

a process of variation or option generation that is to some degree random or 

fortuitous. Variation by itself, however, can provide no more than a chance 

probability of improving on the old design. If the products of random varia- 

tion are to produce new knowledge, there must be some process of selection 

which can reject variations on the basis of what is previously known. 

Generate-and-test mechanisms operate at a variety of levels, which vary in the 

degree to which the processes of selection take place within the organism. In 

natural selection, variation in the genetic code may produce novel behavioral 

dispositions, perceptual/motor skills, etc. The selection process is not in- 

side the organism at all; rather, it works through the differential survival 

of organisms in which such variations turn out to be environmentally adaptive. 

Generate-and-test mechanisms are also essential to learning at the individual 

level. Variations in an individual's behavior will be retained and reoccur 

when they produce environmental consequences which are perceived as rewarding 

(or prevent environmental events perceived as aversive). The selective events 

(the perception of reward or pain) are now inside the organism, but the en- 

vironment still controls when they occur, by causally linking them to 



behavioral variations. Knowledge-based reasoning carries the generate-and- 

test concept one step further, entirely internalizing the selective process: 

hypotheses are varied in an internal model of the environment, with selective 

retention of alternatives that prove successful i n s i d e  that internal model. 

The effectiveness of learning in creating genuinely new knowledge depends on 

two things: (a) the independence (i.e., "randomness") of the generation func- 

tion (which is within the organism) with respect to the selection function 

(which is controlled by the environment); and (b) the selection process 

replicating to a reasonable approximation the effects of evolutionary 

selection; i.e., the pleasures and pains that shape an individual's behavior 

should be correlated to a degree with ultimate reproductive success and 

failure. That the latter is the case is largely ensured by the fact that the 

capaci ty  for learning, and the particular events that serve as positive and 

negative consequences, have themselves evolved through natural selection. 

Similar conditions must apply for knowledge-based reasoning to be an effective 

method of creating new knowledge. The variation function within the organism 

must be independent (i.e., "random") with respect to the selection function 

since otherwise we have pre-existing (stereotypical) knowledge; and the selec- 

tive function, also within the organism, must replicate (reasonably well) the 

/ selective action of the environment in learning--i.e., it must produce inter- 

nal selective events in the same causally appropriate way as the environment 

does. At first glance, it is a mystery how this could be: either the 

knowledge that a particular variation produces a particular selective effect 

is already present in the organism (and so genuinely new knowledge is not 

produced) or the knowledge is not present (and intelligent selection is not 

possible). 

At the knowledge-based level, then, variation and selection must at the same 

time be uncoupled within the organism (to achieve randomness of variations) 

and in another sense coupled (so that the selective function can "know" which 

variations are likely to be adaptive). Several important representational 

properties of mental models are suggested by the requirement that both of 

these conditions be simultaneously satisfied: 



o presence in the model of component(s) in which variations are repre- 

sented (e.g., actions which are hypothesized to achieve an objective 

or states of affairs which are hypothesized to account for unex- 

pected or anomalous events); 

o presence in the model of component(s) in which success or failure in 

achieving some selective criterion is represented (e.g., achievement 

of action goals; explanation of anomalous or unexpected events); 

o representation of relationships between variation component(s) and 

selection component(s) in such a way that when changes are made in 

the variation component(s), corresponding causally or logically ap- 

propriate changes occur in the selection component(s); and 

o absence of a pre-existing direct representation of these causal or 

logical relations (at any level of generality); for example, no ex- 

plicit rules of the form "If <variation x> then <value y on selec- 

tion criterion>" or "If <variation of type X> then <value of type Y 

on selection criterion>." 

Detailed implementation of these properties might be accomplished in more than 

one way. However, we would argue that any successful implementation must in- 

volve certain common features: the notion that a mental model consists of 

multiple components, that pre-existing causal or logical knowledge about its 

own behavior is associated with each component, and that novel information 

about the adaptive adequacy of random variations is derived by "gluing" the 

components together and observing their interaction. 

This is what a pilot does, for example, when in the face of unexpected threats 

he imagines an alternative route or an alternative set of tactics (e.g., ECM, 

chaff) and "plays out" the consequences of the option in his mind: what will 

each enemy unit think and do? what will he do in turn? etc. The components 

of the model are familiar (his own aircraft and its capabilities, the threats 

and their capabilities); but the configuration is novel. In order to evaluate 

an action, therefore, he must put the components together and internally 

"observe" their interaction. 



A theory of mental models with these features has been developed by deKleer 

and Brown (1981). A mental model, on their view, consists, first, of a 

"device topology," i.e., a set of well-understood components, a set of well- 

understood "conduits" (connections by means of which components may causally 

affect one another), and a specification of which components are connected 

with which by conduits. Thus each component has a set of states it can be in 

(e.g., detected or undetected as states of own aircraft; detecting or not 

detecting as states of an enemy radar installation), and a set of rules deter- 

mining how its state will change as a function of changes in the values of 

conduit attributes (e.g., ECM or chaff). 

In terms of the previous section, we can understand deKleer and Brown's notion 

of a "device topology" as a system of schemas which represent knowledge about 

the properties and behavior of objects, and which send "messages" to one 

another representing cause-effect relationships and triggering state changes 

in the recipients. A key feature of this type of model is the locality of 

these cause-effect relationships; that is, rules for the behavior of any given 

component can only reference its own state and the attributes of the conduits 

connected to it, and can in no way refer to how the overall system is known or 

intended to function. For example, if the pilot already knows that if he 

adopts a certain tactic, he will not be detected, there is no point in utiliz- 

ing a mental model. deKleer and Brown call this the "no-function-in-structure 

principle," and it represents the "uncoupling" which is essential for the 

model's ability to generate new knowledge from old knowledge. If mental 

models are to serve their purpose of generating predictions in novel cir- 

cumstances, e.g., about the outcome of an option or the impact of a causal 

variable, they cannot rely on prior (stereotypical) knowledge of what is to be 

predicted. 

deKleer and Brown's theory needs to be supplemented, however, by recognition 

that prior knowledge of a "non-local" sort (i.e., knowledge which goes beyond 

the information encapsulated in the separate object schemas) does play a cru- 

cial role in mental models, in at least two ways. First, as Simon (1969) 

noted, there is typically some selectivity in the generation of options for 

testing. We would argue more strongly that some selectivity must always be 



present; otherwise, since there is an infinite space of potential solutions to 

be searched, adaptive possibilities would hardly ever be found. Prior 

(stereotypical) knowledge supports such selectivity: by narrowing the field 

within which options are generated for testing (e.g., there are some things 

the pilot already knows will not work), by providing components or building 

blocks for options which can be recombined in novel ways, or by bringing 

promising possibilities to mind (e.g., by analogy with some other situation 

the pilot has experienced or heard about. In the latter case, note that an 

analogy does not function as a general rule--e.g., "In all situations like x 

and y, do 2"--but is more like a hypothesis that x and y are in fact similar: 

"In situation y, I did z and it worked. If situation x is like situation y, z 

may work here as well."). Only when prior knowledge fully determines the 

choice is the mental model not required. 

Secondly, prior knowledge of a quite sophisticated sort is utilized in build- 

ing the device topology. The pilot may never have encountered this specific 

configuration of threats, but he may be quite practiced at solving problems of 

this kind. He thus knows what components need to be included in the model 

(e.g., own aircraft, surface-to-air threats, terrain) and what parameters of 

each will be relevant. He "learns how to think" about such problems by devel- 

oping abstract schemas or scripts for building appropriate mental models. 

Such abstract schemas and scripts may themselves be shaped by successes or 

failures in the real environment. Another possibility, which occurs both in 

science (Gentner and Gentner, 1983) and in ordinary reasoning (Lakoff and 

Johnson, 1980), is to construct mental models by metaphorically mapping ob- 

jects and behaviors in one domain onto phenomena in another (e.g., conceiving 

elqctricity as a fluid, or an argument as a "war" between competing 

positions), 

A device topology by itself is a static structure; it must be actively used if 

the required predictions are to be generated. The second major concept in 

deKleer and Brown's theory involves a process called "envisioning." Envision- 

ing derives function from structure by a process of propagation whereby one 

starts with a single input state (e.g., an action option or candidate 

explanation), then examines the nearby components to observe its effects, ex- 

amines the nearby components of those components, and so on. Envisioning 



results in a dependency graph of causes and effects; e.g., if I do x, y 

hap,pens; as a result, I do z, and w happens, and so on. In other words, en- 

visioning converts a representation in terms of interacting objects (the 

device topology) into a representation of a set of temporally and causally re- 

lated event schemas, which deKleer and Brown call the "causal model." 

Although the basic idea of envisioning is quite simple, its application may in 

fact involve a quite difficult process of problem solving. The difficulty 

arises because the initial knowledge of device topology may be insufficient to 

determine the behavior of the system (e.g., if I do x, y might happen but z 

might also happen). When this is the case, deKleer and Brown propose that en- 

visioning eliminates the ambiguity by making assumptions. Such assumptions 

may concern the existence of causally relevant but unobserved attributes, the 

'temporal order of events, the satisfaction of rule conditions, or precise at- 

tribute values. Assumptions may have to be revised subsequently if actually 

observed events conflict with the events predicted by the model. 

Once envisioning has produced a causal model (i.e., a predicted sequence of 

events), the model can be "run" to predict a specific event or outcome. Run- 

ning is a relatively simple matter of activating a pre-existing schema. The 

main work of problem solving at the knowledge-based level has been ac- 

complished by the processes in which the schema was created: i.e., construct- 

ing the device topology, generating an option, and envisioning its con- 

sequences. 

2.2 .3  Analo~ical models and uncertaintv. We have argued that in order to 

support the function of generating new knowledge, mental models must involve 

some internal version of a generate-and-test process; and in order to imple- 

ment the latter, mental models must be composed of well-understood components 

which are "glued" together in order to observe their interaction. We now con- 

sider an additional corollary of this argument, which has implications both 

for display design and for likely weaknesses in natural human methods of 

reasoning. Mental models which satisfy the above requirements belong to a 

class of models which may, somewhat loosely, be characterized as "analogical." 



There is considerable discussion and debate in the research community regard- 

ing the nature of (and the need for) a distinction between "analog" and 

"propositional" representations (e.g., Pylyshin, 1979; Kosslyn, 1980; Rumel- 

hart and Norman, 1985). Nevertheless, we would argue that a plausible and im- 

portant distinction can be made, based on the requirement that mental models 

have the capability of generating new knowledge. 

Shepard (1975) and Metzler and Shepard (1974) have summarized empirical 

evidence concerning the properties of mental images which appear to distin- 

guish them from other internal representations. In particular, they mention: 

o a one-to-one correspondence between components of the representation 

and components of the situation which it represents (e.g., the image 

of a chair appears to' have legs, a seat, a back) ; 

o a one-to-one correspondence in time of the states which the repre- 

sentation passes through and the states of the represented situation 

(e.g., in imagining the rotation of a three-dimensional object). 

We would argue, based on our discussion in the previous sections, that both of 

these properties must characterize mental models. If such models are to 

adequately support an internal generate and test process, they must have com- 

ponents which correspond to components in the represented situation, and 

changes in the model components must causally mirror changes in the environ- 

ment. In both respects, such models appear to differ from "propositional" 

representations, in which (a) there are syntactic elements (like "the" and 

"all") with no direct representational function, and (b) changes in state are 

more typically represented by large, abrupt shifts in the representation 
. . 

rather than a gradual transition through intermediate states. 

Propositional representations can be developed which mimic the behavior of 

analogical models, i.e., which pass through an appropriate temporal sequence 

of intermediate states. Rumelhart and Norman (1985) thus propose a somewhat 

stronger criterion for an analogical model in addition to the two properties 

mentioned above: 



o the representing relation has the same inherent constraints as the 

represented relation. 

For example, suppose a pilot believes that "an SA-4 is more dangerous than an 

SA-2" and "an SA-2 is more dangerous than an SA-7." If he represents these 

beliefs propositionally (e.g., in English or in some "mental language"), he 

can infer that "an SA-4 is more dangerous than an SA-7" only if he also 

believes some general rule stating the transitivity of dangerousness (e.g., 

"if A is more dangerous than B, and B is more dangerous than C, then A is more 

dangerous than C"). However, if he represents these beliefs analogically, 

e.g., by placing tokens for SA-2, SA-4, and SA-7 on a line in positions which 

represent their dangerousness: 

SA- 7 SA- 2 SA-4 
f 

more dangerous 

then the "inference" becomes trivial. The relationship between SA-4 and SA-7 

can simply be "read off" the model, once the tokens are placed appropriately 

to represent his initial beliefs. The reason, of course, is that being-to- 

the-right-of and being-more-dangerous-than have the same inherent constraints 

(e.g., transitivity). 

We would argue that the additional criterion proposed by Rumelhart and Norman 

must also be satisfied by mental models, if they are to have the capacity to 

generate new knowledge. This is simply the requirement, discussed in the last 

section, that there be no pre-existing rule describing the interaction of the 

components. "Inherent" constraints in the deKleer and Brown framework do not 

arise simply from the representational format (e.g., a line), but are due to 

properties of the "conduits" that connect objects in the model. 

Johnson-Laird (1983) has recently defined a concept of "mental model" directly 

in terms of these analogical properties. In particular, according to Johnson- 

Laird, what distinguishes a mental model from other forms of knowledge repre- 

sentation is the close structural isomorphism between the model and the state 

of affairs it represents. Every element in the mental model plays a symbolic 

(rather than a merely formal) role. For example, in a semantic network 

numerous formal devices are required to represent a simple generalization like 



"Every aircraft of type x has ECM gear" (e.g., abstract nodes corresponding to 

the set of all x-type aircraft, the set of all ECM gear, and the set of all 

"having" or "containing" relations; partitions of the network into components 

corresponding to the antecedent and consequent of the proposition, etc.). A 

mental model of the same fact, by contrast, might involve tokens symbolizing 

x-type aircraft and tokens symbolizing ECM gear associated with one another by 

symbols representing containment: 

x-aircraft -+ ECM gear 

K-akrcraft -+ ECM gear 

x-aircraft -+ ECM gear 

(ECM gear) 

Parentheses are placed around one of the ECM gear tokens to represent the fact 

that some ECM gear may be present on other types of aircraft. The key feature 

of a mental model, according to Johnson-Laird, is the economy and naturalness 

of the representation it imposes. 

When new information is obtained, it is not simply appended to a list of 

beliefs; it is added directly to the appropriate mental model. For example, 

on learning that "There is an x-type aircraft at y field", we get: 

y-field aircraft = x-aircraft + ECM gear 

x-aircraft -+ ECM gear 

x-aircraft -+ ECM gear 

(ECM gear) 

The "inference" that there is an aircraft with ECM gear at y field can now be 

directly read off the updated model. Thus, Johnson-Laird's primary interest 

in mental models is to explain features of human cognition that seem incom- 

patible with an account of problem-solving strictly in terms of abstract 

reasoning, or application of general rules. 

Analogical models are not necessarily constrained in the kinds of things they 

can represent, only in the way those things are represented. Thus, Johnson- 

Laird distinguishes between physical models which represent perceived objects 



and relations, and conceptual models which represent non-perceptual relation- 

ships. It seems clear that pilot displays in future aircraft systems will in- 

volve both types of models. Pilot functions (flying the aircraft, operating 

sensors, planning and executing tactics) all require the formation of mental 

models of the aircraft in relation to the physical world of targets, sensors, 

weapons and environment. Equally important, however, are conceptual models, 

which represent non-perceived relationships such as "able to detect," "able to 

jam, " or "able to hit. " 

Johnson-Laird identifies six types of physical models: relational models (a 

static frame containing a finite set of entities, properties, and relations); 

spatial models (in which all relations, both represented and representing, are 

spatial); temporal models (representing a sequence of events or spatial situa- 

tions in time), kinematic models (a temporal model that is psychologically 

continuous), dynamic models (a kinematic model that incorporates causal 

relations) and images (a viewer-centered representation of an underlying 

three-dimensional spatial or kinematic model). 

In addition, Johnson-Laird (1983) describes four types of conceptual model: 

1. Monadic, representing assertions about individual entities, their 

properties, and identities between them; 

2. Relational, which introduce a finite number of relations between the en- 

tities in a monadic model (such as "there are more a's than b's"); 

3. Meta-linguistic, which introduce semantic relationships such as "refers 

to," "means," "is called," etc.; 

4. Set-theoretic, which includes notions of set-membership, set properties, 

and relations among sets. 

In terms of this taxonomy, deKleer and Brown's "device topology" is a special 

kind of conceptual/relational model, in which tokens are related to one 

another by potential causal effects. Envisioning then derives a temporally 



and causally related sequence of events; i.e., a "causal model" (for deKleer 

and Brown) = a physical/dynamic model (for Johnson-Laird). 

Uncertainty. Despite this flexibility in the types of objects and relation- 

ship that can be represented, the constraints imposed by the nature of 

analogical models have important consequences. Most important, we think, is 

the difficulty that is implied in the representation of indeterminancy, 

whether uncertainty about facts or about values. Suppose, for example, that 

we know that "Base A is west of Base C" and "Base A is west of Base B." How 

can we represent this in an analogical model? We have two choices: 

A B C  

A C B .  

Our information does not specify the relationship between B and C. However, 

the strict requirement of isomorphism in the analogical model forces us to 

choose. We cannot have a model with a direct mapping to the state of affairs 

it represents when we do not know what that state of affairs is. 

A similar difficulty arises in the representation of uncertainty about values. 

Suppose, for example, that a pilot is considering three tactical options. In 

terms of risk to own aircraft, option C is better than option B which is bet- 

ter than option A. But in terms of time and fuel required to execute the tac- 

tic, B is better than C which is better than A. The pilot can conclude that C 

is better than A (since it is superior both in terms of risk and in terms of 

time and fuel), and that B is better than A (since it too is superior on both 

dimensions). But he does not know whether B is preferable to C or C is 

preferable to B. 

The strict requirement of isomorphism can be relaxed in various ways to repre- 

sent indeterminancy (either about facts or about values), but each approach 

has its drawbacks: 

o Use of multiple models--e.g., 



The problem here is the potential combinatorial explosion as new in- 

formation, and new indeterminacies, are added. 

o Injection of propositional notation--e.g., 

n 
A B C  
al 

where the arrows represent "to the west of" or "is worse than." The 

problem here is that the naturalness of the mental model approach is 

lost; inferences can no longer be directly read off the model, since 

the spatial relations in the model are no longer being used repre- 

sentationally. 

o Utilization of more imprecise models--e.g., 

Here isomorphism is preserved, but B and C are lumped together as a 

single token. This may be a viable approach, unless decision making 

requires that the relative locations or values of B and C be known. 

o Adoption of one model by assumption, with subsequent revision if 

necessary--e.g., 

Assume: A B C 

This is perhaps the most common method. The danger, of course, is 

that we may lose track of (or be unaware of) our assumptions and 

feel an unwarranted sense of certainty. 

By contrast with analogical models, normative approaches represent uncertainty 

by 'mathematically aggregating the possibilities, thus providing an abstract 

level of representation that corresponds to no actually realizable state of 

affairs. For decision making in the context of uncertainty about facts, an 

"expected value" is computed for each option: i.e., a weighted average of the 

possibilities, in which the probabilities assigned to each possible outcome 












































































































































































































































































