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1.0 INTRODUCTION
1.1 The Analyst's Dilemma

In intelligence analysis, as in mest reasoning tasks, people draw_ conclusions,
offer explanations, and make predictions based on a collection of evidence;
and inevitably, they experience wvarying degrees of uncertainty about their
conclusions, explanations, or predictions. We would argue that in a glwven
analytic problem, identifying sources of uncertainty, assessing the amount of
uncertainty from each source, and combining uncertainty across sources to make

a final judgment are the most crucial, and perhaps the most difficult, com-
ponents of the analysis.

In many contexts, however, there is a further difficulty: expressions of un-
certainty are often unpopular among persons for whom the analysis is intended.
Consumer A may expect a conclusive judgment from analyst B; Consumer A may
react with some impatience to any attempt by Analyst B to qualify or to
"hedge". Analyst B will be comforted omly slightly by knowledge that such

hedging is both patural and sensible behavior when available evidence does not
Justify an unqualified judgment.

Thus arizes the analyst's dilemma: In few, 1f any, analyses can it be claimed
that the evidence set is complete, conclusive, and absolutely reliable., If
the analyst falls to qualify or hedge conclusions under these conditions, he
(or she) will quickly be told that he has overstepped the evidence. Yet if

the analyst does hedge in some way, his reasoning may be dismissed as inwalid
simply because he has made uncertainty explicit.

1.2 Uncertaintv: A Fact of Life in Intelligence Analvsis

On one view, a well-structured argument consists of compelling evidence that
"speaks for itself", and concern over the manner in which uncertainty is
assessed and expressed is unnecessary. Unfortunately, arguments of this kind
do mot appear often. In general, a hedged, qualified, or probabiliscically-
expressed conclusion iz both reasonable and proper whenever:



o the evidence set is less than complete on all relewvant matters af-
fecting the conclusiom; or

o the assembled evidence is inconclusive, i.e., it iz to some degree
consistent with the truth of more tham one possible conclusion, or

o the evidence comes from imperfect or unreliable sources, or

o there may be possible conclusions other thanm those which have been
speclifically entertained.

Sometimes it will be true that with more effort, more or better evidence could
have been obtained. But in our wview, the conditions ocutlined abowve are not
usually flaws in an analysis. They are facts of life. Problems arise omly
when they are not acknowledged and appropriately handled. For example, it may
seem prudent to suspend analysis until "better data" arrive, or a new and bet-
ter sensor is developed. TUnfortunately, however, there is no sensor for
intentions. More gemerally, it is unlikely that you will ever have all the
possible evidence onm & given problem. You are more likely to haeve all the
evidence you can handle. The real challenge is sorting out relevant evidence
from the large amount available and extracting its implicatioms.

Of course, there are ways to aveld the trouble of considering and expressing
uncertainty. One way is to refrain from drawing any conclusions at all.
Purely descriptive or nominferential amalyses are often useful (sometimes
requested). However, some customers who lack substantive knowledge and who
depend upon the analyst's assessment of the significance of the evidence may

well be unhappy at the necessity of having to draw their own conclusions.

Another way to minimize uncertainty is te limit the number of possible conelu-

siona which are entertained; the limit, of course, is one., It i3 often wvery
tempting to commit oneself to a certaln conclusion, particularly if this con-
clusion seems popular for one reason or another., Evidence which favors the
conclusion is sought after; evidence against the conclusion is avoided, ex-
plained away, or viewed as anomalous. The many hazards of these and other

similar strategies for avoiding or suppressing uncertainty will be apparent.



1.3 a Re u o &

What can the practicing analyst do about uncercainty--boeth to communicate it
effectively to consumers and to enhance personal understanding of the analyti-
cal problem? This report is an effort to address that question. We do se, in
parc, by asking some more fundamental questions: what is uncertainty: are
there different kinda, as well as different degrees, of uncertniéty? in what
way (or wavs) should it be conceptualized and seasured? aAn implicit theme is
that different theorfes of uncertainty can shape, direct, or more subtly in-

fluence the are of performing and reporting intelligence analyses. Theory may
inform and improve practice.

In recent years, a variety of alternmative approaches to Inference have been
proposed or defended: Bayesian probabilicies, fuzzy probabilities,
possibilities, bellef functions, and others. They often have dramatically
divergent Implications for the assessment, aggregation, and/or reporting of
uncertainty. They differ in the concepts they attempt to capture (e.g.,
chance, imprecision, completencss of evidence), in the degree to which ap-
propriate normative justifications have been achleved, and in the demands they
impose on the analyat for assessments and computations, Perhaps most
importantly, however, they differ {(or purport to differ) in compatibility with
the decision precesses of analysts and consumers: 1.e.; im the readiness with
which they prompt questions and represent distinctions which are natural or
illuminating to a particular analvst eor problem domain, and in the extent to
which they satisfy the needs of policy makers. Acceptance among practitioners
may well hinge on this factor. 5o a second implicit theme of this report is
that practice is the ultimpate test of theory,

The bulk of this repert is in the form of a dialogue: a series of briefings
and corversations among intelligence analysts whe must somehow cope with un-
certainty on a daily basis. Technical debate among competing theorists has
been lively in recent vears; here, our goal is te translate that debate--among
logicians, statisticians, and psychologists--into the context and language of
a "real-world® application. Imn this dialogue, it is the analysts who have
mastered the essential details of one or amother of the competing positions,

and who must hash out some of the advantages and disadvantages of different
wiewpoints,



& commots thread in this discussion 1s the issue of the knowledge underlying

the assessment and reporting of uncertainty. For each inference framework two
spacific quescions can be asked:

o Does it demand inputs that match, or exeeed, or fall short ofthe
knowledge of the user?

e Does it provide some meaningful measure of the knowledge, or
welght of evidence, underlying the osutcome of an analyzsis?

These two issues are, of course, related. For example, one way to ease the
tagsk of assessing inputs is to require intervals (e.g., "the probability is
beween .2 and ,6") rather than precise numbers, And one way to represent the
amount of evidence behind the conclusions of an analysis is te provide
"eonfidence” intervals in addition teo, or in place of, precise numbers.
Variations among different theories of inference can be understood in hig—

nificant meassure as differences in the way they address these two guestions.
1.4 Objectives

Those who might benefit from “"overhearimg® this dialopgue include:

o Practicing intelligence analysts,

o Agency researchers in the 0Office of Research and Development, and

elsevhere who support analysts by identifying or developing new
aids for inference and related tasks, and

o Agency educators who present courses on inferemtial issues in
intelligence analysis.

Among the anticipated benefits are the following:

o Increased familiarity with the conceptsz and underlying rationales
for several major current theories of inference: Bayesian prob-
ability theory, Glenn Shafer's theory of belief, Lotfi Zadeh's

fuzzy set and possibility theory, and L.J. Cohen's theory of in-
ductive probability;

o An understanding of how these theories can be put to work in a con
crete analytical preoblem; and

'] An introduction to some of the current 1s:u¢5 and controversiecs
among these alternative viewpoints,



The goal is not to provide a cookbook for solving inference problems, or a
full working knowledge of any of the rival viewpoints., 0Our expectation,
rather, is that a qualitative grasp of basic concepts is a valuable first

step, and may by itself bear fruit in more reliable apd more defensible
analyses of intelligence data.

1.5 Qugline of the Report

Chapter 2 contains an illustrative problem in intelligence analysis to which
we shall return periodically throughout the paper., Chapter 3 is a dialopue in
which the systems of inference associated with Bayes, Zadeh, Shafer, and L.J,

Cohen are discussed, Three of these theories are applied te the sample
problem in Chapter &4,



2.0 AN ILLUSTRATIVE PROBLEM IN INTELLIGENCE AMALYSIS

Art, a weapon systems analyst for a U.5, govermment agency, has been asked for
a quick assessment about the follewing situation., An interested polley-makipg
"eustomer® requires a judgment about whether weapon developers in Malbridgia
are now attempting to build a prototype of a tactical weapon system called
ZAP. System ZAP, requiring several novel subsystems, could replace an exist-
ing System YAF now deployed by Malbridgia. If Syatem ZAP iz developed
guccessfully, it would give Malbridgia a decided tactical advantage wherever

such systems might be used. This customer reguires a briefing in three dava.

As Art begines work on the problem he has a fairly strong expectation that
developers in Malbridgia are pot currently building a prototype ZAP system.
This expectation is based mainly upon a recent briefing he heard given by a
nationally-recognized American sclentist, This scientist discussed why it is
not yet technoleogically feasible to develop certain subsystems which ZAP would
require., In addition, the scientist remarked about the very costly nature of
development of such subsystems, should they become technically feasible.
Revertheless, Art seeks, as evidence in this task, specific information about
development efforts in Malbridgia. Of the several items of information he is
able to obtaim from his files, and from thoze of his colleagues, the following
five evidence items seem tCo be the most relevant,

THE EWVIDENGCE

E1: From open-source literature is a scientific paper published one year ago
by a scientist in Halbridgia. ©One conclusion of this paper is that the tech-
nology for developlng subsystems of the sort that ZAP would require is "at
least five years away.” (Apparently, theilr sclentilsts agree with ours on this
matter.) This paper, by the way, was written in Malbridgian; the available
copy is but a translation offered by a person whose credentials are unknown.

Eq: From a "very reliable® source im Seuth Contraria is a report, dated &
months ago, that representatives from South Contraria and Malbridgia nego-
tiated a contract for the immediate purchase by Malbridgia of a large gquantity

of Evleum, a material vital to the development of a required subsystem for
ZAF .,



Eq: Ten months ago a mid-level government employee in Malbridgia, supplied us
with a copy of a document allegedly containing minutes of a meeting (held one
year ago) of military weapon planners im that country. These minutes record a
decision by these planners to transfer 13 technologlsts from their then-
current work locatioms to a known weapon development site, Such transfer was
te be completed within six months of the meeting date, The 13 techneleoglsts
were named in an appendix to these minutes, The source was also able to iden-
cify 10 of the 13 persons as having been Instrumental in the development of
their current YAF system. The source is rated as "usgually dependable;®
howewer, an update on their records reflects that he has made no contact with

us for six months. In addition, the document, a copy of which we have, is
rated as "probably authentic.™

E,: A national from South Contraria named L. Melfata recently reported to us
about a discussion she held two months ago with a Malbridgian technologist.
Melfata asserted that this technologist had rather boastfully described recent
advances in the development of several of the novel subsystems regquired by
Bystem ZAF. Melfata has many contacts in Malbridgia amd is allowed to travel

freely there. There is room for speculation that she may alsoe work for
Malbridgia.

Eg: P.F. Muldip, an influential political figure in Malbridgia, asserted one
year ago to a member of the press from Malbridgia that he, Muldip, would
strongly back the development of new weapom technologies, in particular, the
development of several subsystems among which are two of those which System
ZAFP would require., Our knowledpe of a recent political power struggle in
Malbridgia causes us to wonder whether or not Muldip is still in a position to
influence weapon system development.

This collection of five evidence i{tems is hardly impressive, but it is the
best that Art can muster on quite short notice. The evidence has three
characteristics in common with most, if not all, evidence collections upon
which analysts must base conclusions. The evidence items are inconclusive,
the collection of items is by no means complete, and the items of evidence
come from sources whose credibility and competency are less than perfect. In

short, in his briefing Art knows he will somehow have to qualify or hedge his
judgments .,



3.0 FPRELUDE: DECIDING HOW TOQ DECIDE

Att calls upon certain of his colleagues for varying degrees of assistance in

his work on this problem, Two days before the briefing, he meets with two
fellow analysts, 5y and Phyllis.

Sy: Well, this is not a very impressive lot of evidemce. BSome of it points
one way, some of it the other.

Fhyllis: Yes, we even have twa views of Malbridgia's technlical capebility to
build ZAP: El and Eﬁ.

Art: There does seem to be more evidence in faver of building ZAP than
against 1t. But I wonder if Malbridgia wants us to believe they are building

ZA&PT If that were true, the evidence in faver would not mean mach.

S¥: I'm not sure it means much anyway, Art. Let's assume all our sources are
reliable: forget about the possibility of deception, and alse forget about

the conflicting evidence Eq. E,, Bq, E;, and Eg still don't prove that
Malbridgia is building ZAP.

Art: How's that?

Sy: Well, it's entirely possible that Malbridglia has the technical capabilicy
to build ZAP (Eg), that there iz some political support for doing it {Eij, and
that various resources have been mobilized {EE' Eaj, but that they aren't in
fact building ZAF. The technicians and material ceuld be there for a dif-
ferent purpose, after all, and that pelitician Muldip could have been over-
ruled by other figures in power. We have no idea what other hypotheses might
also explain this evidence, for example, development by HMalbridgia of some
eother system that is technically similar to ZAP.

Art: When we add back in the unreliability of the sources and the conflicting

evidence Ey, we don't have much, do we?

B¥: I dom't see how we can draw any conclusions at all from this data. Why
dom'"t we just report our evidence and let the customer draw her own

conelusions?



Art: I don't think the customer would like that very much. We're supposed to

be the experts here, after all. OQur job is more than just compiling a lot of
raw data: it includes assessing their significance.

Sy: Hommm. I don't know if all analysts would agree with that. But if you

see it that way, and the best evidence you can muster falls short of

certainty, how can vou avoid simply guessing at what it all means?

3.1 The Inference Theory Approach and Some Initial Doubts

Phyllis: Let's mot give up too soom. There is another possibility, a com-

promize between pguessing at conclusions and sticking to known facts, but I'm
not yvet sure how practical it is.

Are: Well, don't keep it & secret!

Phrxllis: I1've been hearing about various theories, or formal frameworks, fer
reasoning about uncertainty. Perhape there is & sciemtifically respectable
way of tracing the implications of your data, Art. Ome thing these formal
theories have In common is a strategy called "divide and conquer.® If the
problem is too complicated or confusing to deal with as a whole, you break it
down into simpler elements, make some assessments regarding those elements,

and then use a caleculus provided by the theory to compute your degree of cer-
tainty in the varieous poselible anawers.

Art: Interesting, but it does sound rather mechaniecal. Put in some nusbers

and out come the answers! In the first place, I never have felt very comfort-

able about expressing my beliefs as numbera--that's asking for more precision
than is really there. Secondly, does a theory of this sort capture the way [
naturally think about the problem? Much ss I appreciate the help, I do think
I have acquired some rather unique expertise in my years as an analyst. Why

should I trust the ocutput of a process that doesn't reflect that experience?

Sy: I have some doubts about this, too, but I don't object to its being
"mechanical.” In faet, it doesn't sound mechanical emough. You haven't got-
ten very far beyond guesswork. Although you no longer have to guess at the
conclusion itself, I gather from your description that the assessments you

- -



provide for elements of the problem are subjective. Horeover, what is the
justification for using any particular "calculus" to combine these
assessments? Surely, there's nothing comparable here to physical laws or

mathematical proof. In short, why suppose the conclusion derived in this way

iz any better established than if you guessed?

Phyllis: Hold it! I'm being attacked on two fromts at omce. You have raised
two kinds of objections that appear, at least on the surface, to be at cross-
purposes. Art is concerned sbout degcriptive issues: how close a theory of
inference and its required inputs come to replicating your own reasoning

processes. 5y is concerned about pormative issues: the degree to which such
a theory is justified as a recipe for how reasoning ought te be conducted.

Art: Well, maybe they're both important.

Phvllias: 1 gather that there is disagreement both about how warious theories
measure up in regard to these criteria, and about the relative importance of
the criteria themselves.. . Wait a mimate! 1 see just the four speclalists we
need coming down the hall: Barbara, Zara, Shawn, and Celette. They suppeort
abbreviated and somewhat modified versions of four current positions en
inference--the views of Bayes (and his contemporary followers), Lotfl Zadeh,

Glenn Shafer, and L.J. Cohen, respectively.® Let's explain our problem to
them,

{Art, By, and Fhyllis recount their conwversation teo Barbara, Zara, Shawn, and
Colette.)

* In all these cases, the most accurate assumption iz that the speakers have
been influgnced by the views of the theory for which they are named, rather
than reflecting them exactly.

- 10 =



3.2 The Bayesian Apswer

Barbarg: Well, I'm glad I got here in time to clear up this confusion.
Thanks to an eighteenth cenmtury English clergyman named Thomas Bayes and to
extensions of his ideas by many others, it is possible, 5y, to provide a
rigorous justification for reasoning about probabilities. I'll say a little
bit about that in & moment. With all due respect, Art, we are much less com-
cerned with describing how people "really” think. If ordinary reasoning were

already consistent with Bayesian precepts, a normative theory could not im-
prove it.

Art: But I've got to be able to yse the mormative theory, don't 17

Barbara: That's right. BSe it i{s important that people be able to understand
and assess the inputs required by a theory. This is one of the major
strengths of the Bavesian framework as developed, for example, by Bamsey
(1926}, de Finetti (1937), and Savage (1954). "Probabilities” are specified
not as abstract, intangible gquantities, but as reasons for actiom. 5o 1 can
determine your degree of belief (or numeérical subjective probability) for a
proposition simply by asking wyou about actions vou would choose; the catch is
that the outcomes of your actioms will depend onm whether or not the proposi-
tion turns out to be true, Your subjective probability for a proposition is
reflected In the odds at which vou would be willing to bet on it. For example
if you would pay no more than 70 cents for a gamble in which you receive 1
dollar if the proposition 1z true, then your probability for the proposition

is .70. Some elaborations of this procedurs take inte account your attitude
coward risk.

Art: What do 1 de with these probabilities once I've assessed them?
Barbara: Let's take the topic of your briefing: whether Malbridgia is build-

ing System ZAP. Bayesian theory gives you a variety of ways to break down
that probability into probabilities that you find easier to assess.

Art: Such as? :

- 11 =



arb * Well, the most natural way to handle this problem would be to use
Bayes' rule. You would start by assessing your prior probability or odds for
the hypothesis that Malbridgia is building ZAP, before considering any of the
evidence, Then you would quantify the impact of each bit of evidence. This
quantification imvelwes the assessment of a "likelihood ratio," which is
simply the prebabilicy of the evidence given that the hypothesis iz true
divided by its probability given that the hypothesis is false. Then Bayes'
rule can be used to combine your original beliefs with your assessment of the

impact of the evidence, to derive what your new beliefs ought to be.

Art: OFE, Let's say 1 start off thinking the odds are about 5 to 1 agaimst
Malbridgia's building ZAP. Then I discover evidence Eﬁ--&pparantly a

Malbridgian technologist has boasted sbout technical advances relevant to
building ZAFP. HNow what?

Barbara: The question iz, how much more likely would this evidence be if
Malbridgia is building ZAP then if it is not building 27

Art: T1'd say 1t's about twice as likely if Malbridgia iz asctually bullding
ZAFP.

Barbarg: Then your posterior odds for the hypothesis, after receiving Eﬁ, is
just the prioer odds times the likelihood ratio for Es: 1/5 = 2/1 = 275,
This corresponds to a probability of 2/(2+5) = 2/7 = 29%. 5o the new evidence

E; does not outweigh your prior expectation that Malbridgia is not building
ZAFP.

Fhyllis: You said there was more than one way to express the probsbility that
Malbridgia is bullding ZAP in terms of other probabilities?

Barbara: That's corvect. For example, evidence often bears on the hypothesis
of interest indirectly, through a series of intermediate hypotheses. That's
certainly the case in our problem. Take E;, for example. The datum repre-
sented by E; is pot that a Malbridgisn technologist boasted sbout recent tech-
nical advances, but rather L. Melfata's report to that effect. So the
evidence bears on the hypethesis that Malbridgia is building ZAP indivectly,
via the intermediate hypothesis that Melfata's report is true.

In this case,
instead of directly assessing the likeliheod ratis for E,, you might assess

= 17 =



E;'s impact on the intermediate hypothesis and on its complement (that
Melfata's report is false), and then assess the impact of the intermediate
hypothesis and its complement on the hypothesis of interest. This process in-
volves what is known as cascaded, or hierarchical, inference (Schum, 19803,

Phyllis: 1In that case, you'we got a lot more assessments to make and, I would
Euess, a4 more complex computation te perform. But the advantage is that
yvou've broken down the direct likeliheod ratie inte components that you feel
mere confident about assessing?

Barbara: That's right, This way of analyzing & problem is especially useful
when we are concerned about the credibility of a source, It lets us focus
separately on credibilicy issues and on the evidential value of what the

source sald, assuming that it were true, These are lumped together when we
assess a direct likelihood ratio for Eﬁ.

Art: Imn fact, even Lf Melfata were telling the truth, perhaps we should be

worried about the credibility or motives of the scientist she said she heard
boasting.

Barbara: 1If you want to deal with that concern separately, you can just in-
sert ancther intermediate hypothesis In your analysis. You assess the impact
of the boasting (assuming that 1t occurred} on your belief in the intermediate
hypothesis that technical advances have taken place; then you assess the im-
pact of the latter hypothesis on the clalm that Malbridgia is building ZAP.
Without geling into a lot of detall, let me say that structures of any degree
of complexity can be created within this Bavesian framework and can be made to
capture a wide diversity of inferential subtleties (Schum, 1980, 1981).

Art: You know, even without doing the more complex analysis, I realize now
that I overestimated the impact of E,. Taking into account these doubts about
the credibility of Melfata and of the scientist, I'd now say E; was about 1.3
times as likely i{f Melfata is building ZAF than {f it isn't building ZAP.

That makes my posterior odds 1/5 x 1.5/1 = 3/10 snd gives a probability of
3/(3+10) = 3713 =23% that Malbridgia is Building ZAP,

8y: Then is Bayes' rule the only method for combining probabilities in an in-
ference task? :

- 13 =



Barbara: By no means. It is only oneé of several useful formulae that can be
derived from the probability calculus. Bayes' rule seems natural where the
evidence is a "symptom," or a causal effect, of the hypothesis. In other
cagses we may prefer to analyze the problem in terms of intermediaste uncer-
tainties that are antecedents or preconditioms of the hypothesis. For
example, we don't know whether Muldip, the peolitician referred to in EE' did
in fact support the building of ZAP. But we can assess the probability that
he did based on our evidence, and then assess two conditiopsl probsbilities:
that Malbridgia would build ZAP given that Muldip supported it and that
Malbridgia would build ZAP given that Muldip did not support it, How we can
combine these aszgessments into an estimate of the probability that Malbridgia
is building ZAP using a vule called the Law of Total Probability,

Phyllis: Does that mean that Bayes' rule couldn't have been used?
Barbara: HNot at all, We could have constructed a quite different analysis

here, inwvelving Bayes' rule, BSuch an analysis would be just as correct from a
formal point of view, But it would require us to assess the probabllity that

Muldip supported the proposal to build ZAF given that Malbridgia is now build-
ing ZAF (and also givem that Malbridgia is not building ZAP). That seems much

less natural to us than the probability that Malbridgia would build ZAF giwven
that Huldip supported ic.

Art: That's very interesting. Even though you're trying to improve ordinary
reasoning rather than duplicate it, the selection of an appropriate Bayesian
structure does depend on how we ordinarily think. You try to decompose the
preblem inte elements that match the way we store information, to make it
easier for us to provide inputs for the analysis.

Barbava: Correct., And the ability te do that is a large part of the grt, as
oppesed te the mathematics, of Bayesian decision analysis.

8v: But I gather that improvements in reasoning would be due to the math?

Barbara: That's right. The Bayesian approach transfers the burden of combin-
ing these inputs from the decision maker's head te his calculator or computer.

= 1 =



Fhyllis: So far, we've learnad that the Bayesian theory provides a bahavieral
interpretation of its imputs (in terms of betting) and affords a rather wide
diversity of analytical structures to capture intuitioms about evidential

relationships. I guess that leaves out one thing: Do Bayesian probabilities
tell us anything about the actions we ought to take?

Barbara: They certainly do. The link is simple and direct, and is in faect
presupposed by the betting interpretation. Suppose you have a choice among
actions, and the cutcome for each actlion depends on uncertain events or states
of affairs. Bavesian theory says you should assess both yvour utilicy (or
degree of preference) and your probabilicy for each possible outcome of each

« actionm., You compute the expected utility of each act by summing the products
of the utilities and probabilities. This represents a sort of "average"

preference for sach act. Then you select the act that maximizes expected
utilicy.

By: This is all very impressive, Barbara, but I guess I still have trouble
understanding why we should believe the resulc,

Barbara: Then let me get to the justificatiom. A powerful argument can be
given that your degrees of belief, as reflected im your cholces among bets,
ought to be consistent with the probability caleulus. It turns out, as de
Finetti (1937) showed, that unless your beliefs are probabilistically coherent
in thi=s way, a devious adversary could arrange a set of gambles which you

would accept, but in which you were sure to lose. A set of gambles of that
sort is called a "Duteh book®,

Sy: Well, I wouldn't worry too much about a Dutch book. I don't know many

adversaries clever enough to figure all that out.

Phyllis: Perhaps actually protecting yourself against a Dutch book isn't the
real point, Sy, You must admit that if a theory of probability leaves you

open to & Duteh book, it might be symptomatic of something wromg with the
theory,

Barbara: 1I'm glad you agree, Fhyllis. HNow let me sum up my answers to Art
and Sy. Filrst, K Art:; Bayesian theory iz an i{dealizatcion of how people ac-
tually think, not a literal description. In some cases, for example, poople



may simply not know how they would bet; thelr cholces may be indeterminace at
the level of precision required by the theory. This was acknowledged by
Savage (1954, pp. 57-58) and by de Finetti (1937, p. 60). Moreover, the en-
semble of their choices ameng bets may fail to be consistent with the prob-
ability amioms. In fact, it {5 for these reasons that the theory is of value,.
It provides a way of computing degrees of belief for propositions which one
finds hard te evaluate directly, in terms of propeositions which are easier

to assess. The result is that one's beliefs become more consistent with one

another and more precise than they otherwise would be.

To S5y, I would argue that subjectivity is inescapable in dealing with
uncertainty. If you have a customer who needs to make timely recommendations
regarding action or policy, you may not have the luxury of waiting for con-
clusive evidence--the "smoking gun.® Hot acting is itself a decisiom, after
all, and it may not be the best ome. If we take seriously the fact that we
must make decisions under some degree of uncertaimty, them Bayesian theory is
the right approach. It enables us to bring to bear assessments of uncertainty
that are relatively precise upon assessments vwhich cannot be confidently made,

and it is the only guide to actiom that guarantees us against the expectation
of a sure loss.

Ev: I'm a bit confused, Barbara. Let me state my understanding of wour posi-
tion, at the risk of some exaggeration. You agreed that we should select a

probability model whose inputs match the way we store informatiom?
Barbara: Right.

Sy: Well, that seems to imply that we have in our heads "true™ (or
peychologically definite) assessments for some probabilities and not for
othere. In the case of Bayes' rule which you described, for example, we would
have determinate assessments for prior probabilities and likeliheods, but not
for the "posterior probability" (the probability which reflects both prior and
new information). So we let the model compute the latter from the former.

Barbara: I suppose I did imply that. But it sounds a bit less plausible when
you state it so explicitly.
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Sy: 1 think it's implausible, Barbara, because we arg in fact able to provide
assessments that fit more than one model. I can directly assess the probabil-
ity that Malbridgia is building ZAP, by the betting paradigm, or I cam derive
it from assessments of probabilities for other propositions. And, as you just
noted, there will be more than one way to express the probabilicy of a

propesition in terms of other propesitions. MNow I may feel more confident im

some of these approaches than in others, but I certainly wouldn't reject any
of them as totally meaningless.

Barbara: I think vyou have a good point.

Sy: Well, then, here's the problem: The Bayesian approach doesn't tell us

what model for a particular problem is "the" right one. 1 suppose a perfectly
tational being, from a Bayesian point of wiew, would arrive at the same answer’
by all these different routes. An ordinary mortal like myself, however, would

ba able to supply inputs for more than ome modal, but they might well turn out
to be inconsistent.

Barbara: That's certalnly true.

Sy: Suppose I directly assess the probability that Malbridgia is building
System ZAF and also provide assessments that allow the probability to be com-
puted indirectly. If the results agree, I had mo meed for the Bayesian com-
putations in the Ffirst place; I get the same answer by direct judgment. But

if they disagree, Bayesian theory gives me no way to decide among them. So it
doesn't help then, either.

Barbara: Well, not se fast, You're quite right that Bayesian theory doesn't
dictate what vou ought te believe, Strictly speaking, what the mathematical

part of it does is alert you when a set of probabilities is internally
inconsistent.

Sy: 1Is that all it does?

T B



Barbara: Well, im that regard, it's no different from logle in general. You
can then choose among a wariety of possible revisions in yvour set of beliefs
to eliminate the confliet amd restore coherence. For example, in traditional
two-valued logic, suppose you believe a hypothesis H and also believe other
thinge, I, J, and K, that are shown to imply mot-H. To remove the
inconsistency, yvou may decide to adopt any of not-H, not-I, not-J, or not-K.
Similarly, ln probability theory, if you assign probability .6 directly to H,
but indirectly derive a probability of .5 {(e.g., by assigning .3 to H given C,
.7 to H given mot-C, and .5 to C), you can either revise your direct estimate

from .& to .5 or else adopt any number of ways to make the indirect estimate
of the probability of H come out to .6,

Art: Hmmm. One thing is becoming clear: our comparison of inference theory
to a machine that just eranks out answers was way off the mark. Imn fact, the
choice of what to believe iz still quite subjective, even if it iz constrained
by the maxims of probablility theory. Instead of accepting the conclusien of

an analysis, wvou could hold on to yvour "gut feeling" for the probabilicy of A
and adjust the results of the analysis to agree with it,

Sy: Well, Art may be pleased by this, but it bothers me that Bayesian theory
provides so little guidance in deciding what to belleve. Just because the
conclusion lsn't dictated by logic or probability theory, Art, doesn't mean
it's entirely arbitrary. There might be very good reasons for favoring one

set of assessments over another.

Barbara: I agree, Sy. But you're forgetting what I said earlier: selecting
an appropriate structure is part of the "art” of decision analysis, not the
mathematics, In practice, you would use the assessments you felt most confl-

dent with, and derive other probabilities from them.

FPhyllis: We remember, Barbara. But a Bayesian should be the last person to
say that something can't be dealt with formally because it's subjective. If I
understand you correctly, Barbars, you are now saying that the function of
Bayesian decision theory is to help us police our set of beliefs for
consistency, so as to aveid a potential Dutch book. But earlier you em-
phasized a very different function: to enhance precision or confidence in our
beliefs by taking the assessments we feel less confident about judging
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directly, and deriving them indirectly from more confident omes. The problem
is, Bayesian theory has a lot to say about consistemcy or coherence, but vir-

tually nothing te say regarding this pivetal concept of "precision" or
"econfidence, "

Art: But I thought that's what probability theory was all sbout! The more

copnfident I am in a conclusion, say, that Malbridgia iz building ZAP, the
higher the probability I assign it,

Phvllig: That's not guite right, Art, From a Bayesian point of view, the
eonclusion of your amalysis is not that Malbridgia is or is mot building ZAF,
but the probability that it is. 8o we need to know your confidemce in the
probebility. For example, suppose you assign & 50% chance that a coinm will
land heads and a 70% chance that Malbridgia would build ZAP given that Muldip
supported it. The second probability is higher than the first; but the firat
is relatively sharp and firm, while the second is vague and labile. You can
easily imagine receiving new information, or remembering old informationm,
gbout Muldip's standing in Halbridgia that would cause that probability to
shift, but you do mot expect to alter your belief that the coin is fair.
Traditional Bayesian theory treats beth probabilities the same.

Barbkarg: And quite rightly, Phyllis. From a nermative point of view, dif-
ferences in confidence don't matter. In order te avoid the possibility of a
Dutch book, you muast use your vague 70% probability just as you would & sharp
70% probability. In other words, the nermatively recommended decision, which
maximizes vour expected utility, will be unaffected.

Ey: I'm not so sure, Barbara. Let me return to my originsl peint: Since
there is more than one way to arrive at any probability estimate, we don't
know what our probability for am event iz without some consideratien of which
aspessments we trust. In fact, the recommended action could easily be 4dif-

ferent depending on which competing set of probabilities we decided was more
credible.

Fhyllis: The problém, it seems to me, is that Bavesian theory works gquite
well as a description of an "ideal" decision maker. We can then comfortably
assume that all relevant information is wutilized in all assessments. What

troubles me is an implicit assumption about ordinary decision makers.

- 19 =



Bayesians seem te be assuming that the ordinary declision maker also utilizes
all relevant Information, (but differs by being limited to a more restricted
set of assessmpents), I think this may often be wrong, One reason, at least,
why we cognitively fallible organisms need the theory in the first place is
that we don't automatlically make use of all relevant information. Different
formulations of the problem may trigger different chains of asscclations or
direct my attention in different ways, As a result, I may be able to assess a
probability in a variety of direct and indirect ways, but I will wvery likely
draw on different portions of my store of knowledge each time, This is what

makes some assessment strategles better and more natural than others, and is
what makes a good analysis good,

Art: 50 most of the time the real problem iz how to pull together all our
knowledge into & single conclusion?

Fhyllisg: Exaectly.

Art: I think what you just said has a very important implication, Phvllis.

¥e may not want to rely on just one analysis, even if it iz the one we hawve
most confidence in., If the geal iz te tap as wuch of our knowledge as we can,
we ghould foster inconsistency, at least temporarily, by approaching each
problem in more than one way (Brown and Lindley, 1982).

Phyllis: I think that's right. Consistency could be achieved very quickly by
restricting the knowledge wyour assessments draw on: I could just select one
gssassment model and ignere the rest, If we want te increase the total amount

of knowledge utilized in reasening, it clearly will not be an automatic by-
product of achleving consistency.

Sy: I would guess, though, that some measure of the amount of knowledge in-
corporated in the different approaches would be needed to combine them in a
formally justifiable way.

Fhyllis: I would think so. In short, the Bayesians tell us that an ideally

rational person would already be & Bayesian; but the normative theory seems to
tell us nothing about how to get there from here,
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3.4 Probabilities Upon Prebabilities 1: Precision

Barbara: You may be pleased to know that there is some formal work on this in
the Bavesian tradiction, although it is controversial. This work recognizes
that we may be uncertain about what our true probabilities are and utilizes
probability theory itself, at a second level, to measure this uncertainty.

Art: I see. Suppose my analysis concludes that there is a 70% chance of

Halbridgia's building System ZAP. I can now tutrn around and ask, at a second-
order level, what is the probability that 70% is in fact the true probability?
I can also ask about the probability that 69% Ils the true probabilicy, and so

on.

Barbara: That's right. Tani (1975), for example, defines our "authentic
probability"” as the one which best deseribes all our relevant knowledge. This
ig to be contrasted with probabilities that are actually assessed, which he
calle "operative®™ probabilities. Similarly, Watson, Brown, and Lindley (1977)
and Lindley, Twversky, and Brown (1979) regard elicited probabilities as noisy
measurements of the true ones, which are defined as the probabilities yeu
would provide after infinite time for thought and introspection. Om both
views, uncertainty sbout the true probability iz expressed as a set of second-

order probabilitiea for possible values of the true first-order probability.

Art: Then my confidence im a first-order probability judgment iz represented

by the range of first-order probabilities that must be considered probable, in
a second-order sense.

Barbara: That's right. You could even measure your confidence by using a 95%

uncertainty interval; i.e., the range of probabilities within which you feel
95% sure the true probability falls.

Art: I see. So my confidence in the probability for a cein landing heads
could be represented by a very narrow Interval arcund .5, such as 4% - ,51;
while my confidence in the prnh#ﬁility that Malbridgia will build ZAP given
that Muldip supported it is a much wider interval around .7, such as .2 - .9,
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Barbara: Exactly. Now we can say a little more about the goal of a decision
analysis. It is not merely to arrive at a consistent set of firsc-order
probabilities, but to arrive at a consistent set of probabllities which is as
close as possible to the "true™ wvalues, i.e., to maximize higher-crder

precision,

8¥: 8o if I directly assess the probability that Malbridgia is building Zap
and also derive it from an analysis, I'd expect the uncertainty interval for
the second estimate to be smaller than for the first?

Barbara: That's right. The analysis gives you & more accurate estimate of
your own true probability. As one Bayesian (Lindley) has said: inside every
real decision maker is a rational man fighting to get out. These higher-order
probabilities, together with Bayes® rule, can also be used to combine the
results of different analyses when they disagree (Lindley, Tversky, and Brown,
1979). The resulting conclusion will reflect more of your information about

your probabilities--and be more precise--than any of the individual appreaches
taken by itself,

Phyllis: Frankly, Barbara, the idea of second-order probabilities sounds
pretty obvious, Why did you say it was controversial?

S¥: I think I can see one cbjection, Fhyllis. There is no reason to assume

second-order probabilities are precisely assessed either, so the application

of probabilities to probabilities seems to generate an infinite regression. 1
doubt if convergence could be demonstrated,

Art: I'm disturbed about the assessment burdem asz we ascend this hierarchy.

It might be harder to assess my confldence inm my probabllities than it was te
assess the probabilities in the first place,

Sy: 1 would guess, teoo, that the application of probability theory gets har-
der to justify normatively as you ascend. It's hard to see how a decision
maker could make much sense of choleces among bets about his first-order
probabilities, or that he would worry much about a Dutch book on what his true
probabilities are. For one thing, no one will ever really know what they are
unlegs the decision maker applies an "infinite®™ amount of thought and
introspection. Even then, given the pessibility of a non-converging regress,
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I'm not sure it makes sense to assume there are such things as "true® prob-
abilities somehow Iinside his head.

Shawn: I share your skepticism, 5y. In my view, probability assessment is
not a process of uncovering pre-existing "real® degrees of beliaf. Degrees of
belief are not "measured”; they are created (Shafer, 1981). T regard a prob-
ability model as an argument; it's a good argument if it helps us capture and

organize some portion of our evidence in a cogent, insightful, thorough, and
reliable way (Shafer and Tverslky, 1983).

Barbara: Hold on a minute here. Second-order probabilities may be a very
useful fiction despite all these difficulties, if they help us express our

confidence in first-order judgments or, if you prefer, "arguments."

Sy: That depends om whether the conclusions they lead to make sense, doesn't
it, Barbara? I have some doubts here, too. Consider the following example.
Suppose I perform two probabilistic analyses of the hypothesis that Malbridgia
iz bullding ZAP., T start with a prior probability of .21; the first analysis
yields & posterior probability of .8, the second yields a posterior probabil-
icy of 6. According te the messurement analegy (as interpreted by Lindley,
Twversky, and Brown, 1979}, reconciliation gives me an estimate of my "true”
probability that typically lies between .6 and .B--e.g., .7.

Barbara: OK, what's wrong with that?

8¥: Well, Barbara, 1t ignores the possibilicy that my twe analyses could have
mentally tapped independent sources of information, or evidence., In that
case, both eollections of evidence appear te favor the hypothesis that
Malbridgia is building ZAF. Thus, the second amalysis should cause us to in-

crease our probability (e.g., from .E to .9), not decrease it (from .8 te .7)!

Fhyllis: 1In fact, Barbara, isn't probability a functiom of two things: the
hypothesis and the evidence upon which the probability is based?

Barbara: That's right.
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Fhyllis: Well, if they are based on different evidence, the probabilities
prﬁvidtd by two analyses are not estimates of the same "true" probabllities.
For example, the "true” probabilicy that Malbridgla is bullding ZAP, glven one
bit of evidence {say EE}, is pot the same number as the probability chat
Malbridgia is building ZAF given some other evidence (say Eq). Infinite
theught and introspection applied te E, will glve a different answer from in-

finite thought and introspection applied to E3' The analegy to reducing the

noise in a set of measurements doesn't seem at all suited to the plcture of

different probabllity analyses capturing different pieces of our total
knowledge,

Ey: This sounds like a serious problem, Barbara; after all, our original
reason for considering more thanm one probability model was to increase the
amount of knowledge utilized in our reasoning. To be specific, most of the
time we are interested in maximizing knowledgs about some real-world
hypothesis (e.g., whether Malbridgia iz building ZAP), not knowledge about our
"true® probabilities--even if they existed.

Art: Hmmm. Second-order probabilities appear to be a fictional device aimed
at a fictiomal problem.

3.2 bili IL; lete

Barbara: Maybe so, Art. But I'm not gquite ready to give up on this approach.
It sesms clear that we went wrong at the start, when we focused on "thought
and introspection” rather than additional evidence. What we should look at
instead is how different our current probability will be from the one we would

have when we get more data.

Act: It sounds like that's worth & try. Suppose I do a Bayesian analysis of
the chance that Malbridgia i=s hﬁildinﬂ ZAP, but 1 possezsz only part of the
evidence, say E; and E;. The probability that emerges from this analysis,
say, is .23, but I kmow there's some other potential evidence.

For example,
an intelligence source thinks he can obtain minutes from meetings of military
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weapons planners in Malbridglia (E;). I also remember a scurce, L. Melfata,
who is acquainted with Malbridgian technologists; she too might have some use-

ful Information {Eﬁ}; and so on, Unfortunately, before I can check these pos-
gibhilities out, the customer wants a report.

Barbarg: ©Good example. You can report the .23 probability that Malbridgia is
building ZAP, but you might also report how firm that belief ia., In other
words, how likely is it that the probability will assume various other values
when additional relevant evidence is obtained -- a&.g., E3, E,., and E5? We
might express that firmness by a range,say, 23% % 15%, within which we feel
95& sure the probability will fall after looking at the other evidence.

ATt: Wait a minute, Barbara. Aren't we talking about an awful lot of work
here? The assessment task would involve anticipating all the evidence that
could possibly be relevant! We certainly don't think E; through E; exhaust
the possibilities, do we? And even if we just look at E;, for example,

before I actually talk to L.Melfata, I have no idea what she will say. 1If I

have to weigh all these possibilities in my mind before assessing the firmmess
of the probability, I'm afraid I'm sunk.

Ehavn: I have some good news and some bad news, Art. The good news is that

it's guite easy to assess the potential impact of all the evidence. The bad
news is that the result is trivial. The probability of any werifiable
proposition based on all the data will be 0 or 1. In other words, it will

turn out either that the propeosition is true or that it is false.
informative, 1 dare say!

Hot wery

Fhyllis: Maybe we're not interested im al] the evidence, Shawm, just some
part of it. What we really want to know is how the probability might change

as a result of evidence we are likely to obtain.

Sy: That reminds me of some computerized aids I'wve seen recently, They look
at the cues with which the zystem i1s prepared to deal, but for which there is
ag yet no data; amd they caleulate where the probability of the hypothesisz
could end up as those data come in {(e.g., Speigelhalter, 1985).

Art: That sounds good, S5y, except for one little problem: in most cases such

a system doesn't exist. And in most cases, at least, it hardly seems
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worthwhile to try te list all the cues we think we might obtain and figure out
how we would react te them,

Barbara: I quite agree, Art, A related approach, which is much less
burdensome, is to assess directly what the likely probabllity range would be
after different amounts of time and efforc spent on information collection
(e.g., Brown, 1985). We'd expect the range of likely walues to be larger, the

mote time and effort we devote. But we don't need to specify expliclcly the
information we expect to obtain.

Art: Well, I'm still having trouble with this. We're being asked to make
judgments about things we don't know and, I daresay, can't know. How can I

ever be sure that 1 have factored into my thinking all the relevant data that
I might encounter? '

Fhyllis: 1I'm precty discouraged, too. We already saw that second-order prob-
abilities run inte trouble as representations of lmprecision. It now seems
they have problems representating completeness of evidence, as well, If we
take completeness to mean all possible evidence, the intervals are trivial (0
to 1). If we speclfy completeness more narrowly, as an explicit list of fac-
tors or in terms of the evidence we lmplicitly expect to dlscover, the Inter-

vals seem quite gd hoc, and mipght fluctuate significantly with factors that we
happen to include or leave out.

Shawp: I quite agree, Phyllis. Im fact, I think there is another way teo ap-
praoch completensss of evidence that is more promising.

Phyllis: Oh?

Shawn: It focusses on the completeness of specific arpuments, rather then com-
pleteness in any broader sense, When we have a particular item of evidence,
we consider what argument or arguments might be constructed based on that
evidence for (or against) the truth of an hypothesis. Then it f{s a relatively
simple matter to consider the completeness or rellability of this argument.

We don"t need to entertain ohscure worries about other hypothetical evidence
we might or might not obtain that would support other hypothetical arguments,
The important gquestion is: to what extent is this given arpument a complete
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proof that the hypothesis is true? I hope we have a chance to discuss this in
more detail later.

3.6 What (or Who) is Rational

Barbgra: Im light of all these difficulties, I think I'd prefer to drop the

idea of second-order probabilities. T'll just retreat te my earlier position:

selecting and combining probability models is part of the art, not the
gcience, of decision analysis. Let me go further, though, and say that we
need methodologies to help us bridge the gap between normative ideals and
descriptive realities. I think we should distinguish, along with Keeney and
Baiffa {1976}, between a normative theory and a prescriptive theory. .The
former describes an ideal decision maker. But the latter tells real decision

makers how to use the normative theory effectiwvely.

Art: For example?

Barbarg: A prescriptive theory would contain a variety of pragmatic tools,
&.g., methods of sensitivity analysis and methods for generating, comparing,
and reconciling multiple analyses. Sensitivity of conclusions to small
changes in specific inputs would lead the decision maker to analyze further
those particular inputs. Inconsistencies among different analyses would serwve
as a prompt for the decision maker to dig more deeply into his store of
knowledge, to explain and eliminate them. “Prescriptive theory" in this sense

is, of course, no more than a codification of the art of comstructing a deci-
sion analysis.

Colette: The introduction of a nmew kind of "prescriptive® theory, to make up
for the shortcomings of the normative theory, sounds to me like an admission
of defeat. If a theory almost always demands more precise inputs than people
feel comfortable with, or suggests conclusions people frequently disagree
with, then the theory is wrong, nmot ordinary judgment., I think Bayesian
theory is guilty on both of these counts.

Zara: Quite right, Colette, And simply abandoning the idea of higher-order
aggesgments will only make matters worse, in my opinion. For example, higher
order uncertainty can have an important impact on decision making.
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Barbara: T disagree there, Zara. It makes no difference in decision making
whether your probabilities are wvague or precise. In other words, when it
comes time to act, all those second-order probabllities are entirely sum-
marized by a single number: the "average™ first-orvder probability. (The omly
exception is when you are deciding whether to collect mere Informatiom,)

Zara: Wait a minute, Barbara: that's what the theopy says., But in a deci-
sion maker's mind, the original ambiguity may be wvery impertant.

Barbara: I think you're confusing notrmative and descriptive issues, Zara,

Vagueness of probabilities may make a difference in ordinary, unaided decision
making. What I ¢laim is that it ought not te matter.

Colette: Let me come to Zara's defense here. I would be very surprised 1If
even the staunchest Bayesian were indifferent if he had to choose between twe
gambles with identical probabilities and utilities for their outcomes, but
where one set of probabilities is well-supported by data (e.g., the probabil-
ity 0.5 that a coin will land heads) and the other set represents ignorance
{e.g., the probability 0.5 that McEnroe will win Wimbledom). For all I know
the probability of McEnroe's winning might be as low as .2 or as high as .B.
Why shouldn't that possibility influence my degree of interesst in the gambla?

If I am at all cautious, I will prefer to bet om the coin rather than on the
tennis match.

Fhyllis: So your willingness to bet ought to depend on how much knowledge is
incorporated imto your beliefs?

Colette: Exactly! Fo matter how coherent I am in terms of probability
theory, I «will lose if I bet with people who have more relevant knowledge than
I do {(L.J. Cohen, 1980). Following Bayvesian norms will lesd to disaster! But

amount of kEnowledge is the very factor which Bayesian decision theory, as we
have just seen, almost entirely fails to appreciate.

Barbara: Well, Colette, I would not claim that the Dutch book is the only ar-
gument in support of Bavesian theory. In fact, the requirement that beliefs
conform te the probability calculus can be based simply on the inherent
plausibility of various constraints on our beliefs associated with the prob-
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ability calculus--but having nothing whatever to do with betting. Shimony
{(1970) outlines a set of such constraints, or axioms, e.g., that our degrees
of belief in logically equivelent propositions be equal; that our degree of

belief in A pr B is a monotonically increasing function of our belief in A and
our belief in B; etc.

Zara: I don't think any of us will deny the interest or desirability of mamy
features possessed by the Bavesian system, Just remember, there is no proof
that this particular methed for representing uncertainty is the pnly one that
has interescting or desirable formal properties. Indeed, this is far from the
case. 1 would argue that the probability calculus remains unsuited for repre-
senting many specles of uncertaimty or imprecizion,

Phyllig: The appropriateness of different nermative theories may vtrj as a
fupction of the concepts and geals that characterize a particular problem
domain or application?

Zara: That's right, One example of a concept not captured by probablliey
theory iz the one we have been discussing: weight of evidence or knowledge,

A related concept, which I hope we can digcuss shortly, iz something called
"mogsibdlity. "

Colatta: I would go much further on this point. MNormative theoriss are no
more than systematizations, or idezlized descriptions, of erdimary intuitions
about what's reasonable in particular cases. Why should we evaluate an in-
ference theory in terms of ite axicoms? What counts {s whether it makes sense
when we apply it te actual problems.

Art: Well, I feel vindicated. As 1 sald earlier, it makes sense to me that a
good theory of reasoning would be one that describes how people actually
reason, It seems to me that that is the philesophy that lies behind the
recently emerging "expert systems™ technology in artificial imtelligence.

Barbara: Let me remind Colette that many Bavesfians have regarded their theory
as an "idealization” of actual practice,

S¥: I hate to be a wet blanket, but the experimental literature in cognitive
science suggests that pone of the current normative models fits actual prac-
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tice wery well (e.g., Kahneman, Slovic, and Tversky, 1%82; S5chum and Hartin,
1980; Goldsmith, 1983)., The discrepancles seem to be systematie rather than

random In any meaningful sense, though I suppose one could stretch
"idealization® to cover almost anything.

Shawn: Perhaps so, But a more accurate statement may be that before we con-
struct an analysis, our beliefs are usually not precise enough or definite

enough to be identified with pr distinguished from warious inference
frameworks (Shafer, 1981),

Fhyllis: Along these same lines, Art might be interested to know that in the
design of expert systems, computer scientists who specialize in eliciting ex-
pert knowledge report that an expert's model of his subject area s not simply
"copied” into the computer. It is a moving target, which is transformed in
the process of knowledge elicitation. The expert is typically exposed te con-
straints deriving from the architecture of the system being built, including
the mechanisms for performing inference; and these constraints influence the
way he expresses his knowledge. Conversely, of course, the selection of sys-
tem architecture is influenced by itz sucecess in capturing what the expert

knows .

Bhawn: Your comment, Phyllis, fits my conception of inference theory as
consttuctive. We are better off leaving aside abstract arguments about
axiomatic derivation or about descriptions of how people "really" think. The
ultimate test of a theory is whether its formal properties and its sase of use
combine to make it an effective tool. The real questiom is the extent te
which the scheme prompts us to ask guestions that either match what we alrﬂady.
know or lead to new knowledge. We should ask, how productively can people
utilize it to achieve given ends in a particular type of problem?

Art: That sounds good. 1 guess the next question is, are there alternatives
to the Bayesian viewpoint that address issues like precision of imputs or
weight of evidence more adequately?

Zarg, Shawn, Colatte: Yes!
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3.7 Fuzzy Reasoning

Zara: With the permission of my colleagues, I would like to contribute some-
thing on both of those points, drawing on an approach recemtly developed by a
scientist at the University of Califernia In Berkley, named Lotfi Zadeh (1965,
1978). Fuzzy set theory is a direct effort to model the inexactness in human
judgment and reasoning. The traditional all-or-none concept of set membership
is generalized into a membership functiom which represents the degree to which
an element belongs to a set. Thisz concept of graded set membership turns out
to be a very powerful teel for modeling a large number of different types of
imprecision within a common framework. Zadeh's work is closely tied to an
analysis of how uncertainty is actually expressed in natural language, so it
has a strong descriptive component. He argues that in sost cases the uncer-
tainty is "possibilistice” rather than (or in additiom te) probabilistic.

Barbara: Well, I don't know about natural language, but I doubt there is any
meaningful uncertainty to which Bayesian probabilities could not apply. The

test, after all, is sipply vhether or not one could formulate a bet on the
outcome of the uncertainty.

Zaya: Let me give a simple example that I think deesz mot fit within vour
framework, Barbara. Assume that you know that the actual nusher of members in
a terrorist organization called Pini Thursday is, say, 250. Yet you are un-
certain ahout the claim that this orgsnization is large. HNotice that there is
no uncertain sutcome to bet on! The problem is that "large terrerist
organization" is a fuzzy rather than a erisp predicate. Different sizes have
different degrees of membership or "belongingness" in the fuzry set denoted by
"large terrorist organization®™, For exsmple, 400 iz more a member of the set
than is 250, The degree of truth in the eclaim that Pink Thursday is large is
expressed by the degree of membership of its slze In the furzy set "large ter-
rorist ecrganization" {(Zadeh, 1978}, Hote that we are interested in a degree
of truth, not in the probability that some proposition is or is not true,

Barbara: I'm met so sure a probabilistic amalysis couldn't be applied here,
Zara. The relevant uncertainty is whether or not the meaning of "large ter-
rerist eorganization™ includes 250,

S5y: Well, how do we decide that?
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Barbara: We could determine the probabillity that a ramdomly selected speaksr

of English would agree that a terrorist organization with 250 members was
large.

Zara: I don't deny that you could gimmick up some such analysis, Barbara.
But look how unmatural it is. You have to force your respondents to make an
all-or-none decision about largeness. I suspect each one of them would be

more imclined to regard the meaning itself as & matter of degree.

Sy: This is all very interesting, Zara, but what use is it? In your example,

we know Pink Thursday's exact size to begin with, so why should we worry about
the degree to which it is large?

Zara: Good question, S5y. One important reason is that much of our knowledge
gbout the world is "fuzzy". So it may be that what makes Pink Thursday's size
relevant or inttrﬁating to us is {in part at least) what it implies when we
use this fuzzy knowledge. For example, we may believe that "large terrorist
organizations experience intermal organization conflict". It would be sense-
less to try to translate this into something non-fuzzy by means of exact cut-
offs, e.g., any organization above precisely 330 members is large. After all,
there isn't an abrupt change from not-large to large at some specific sizel

S50 before we can use this knowledge to draw conclusions about Pink Thursday's
tendency to experience orgsmizational conflict, we need to know the degree to
which Pink Thursday is large. Zadeh's system of fuzzy logic enables us to

draw inferences of just this sort.

In the second place, our facts are not always so exact. For example, return-
ing to Art's problem, note that evidence E, tells us that "a large quanticy®
of Xyleum was purchased by Malbridgia. We are not told the exact amount.
Maybe the source of this report relied on evidence that pointed to a large
quantity without specifying how much -- for example, gquick visual observations
of packages of Xyleum ready for shipment, or the role in contract nepgotiations
of high-level officials. According to Zadeh, though, "large guantity" acts as
a constraint which induces a set of possibility measures for different exact
amounts. The pessibility of 2 kilograms, for example, will be .8 if its mem-
bership in the fuzzy set "large quantity (of Xyleum)" is .8.
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Finally, notice that the patch between our fuzzy general knowledge and the
fuzzy evidence may itself be inexact. Suppose, based on our experience as in-
telligence analysts, that we believe some relevant fuzzy general rule, such as
the following: "Usually, extremely large quantities of Xyleum are used to
build components of System ZAP." We can use Zadeh's fuzzy logic to consider
what the purchase of a "large quantity of Xyleua®" (E;)} implies in the light of
this rule pertaining te "extremely large quantities™, and to draw appropriate
conclusions about the chance that Malbridgia is now bullding ZAP.

Barbara: Well, Zara, at least mow I can see now where we differ. You seem to
be talking about vagueness or ambiguity in language. A Bayesian--like most
other analysts, I dare say--would try to eliminate that kind of uncertainty
before he even began his analysis! 1 suspect fuzzy set theory has interest

only as a description of the way people sometimes reason, rather than as a
normative puide.

EZara: That depends on how guccessful analysts are in eliminating fuzziness,
doesn't it, Barbara? Even in highly technical contexts reasoning ls often
fuzzy (Zadeh, 1%9831a). For example, a doctor observes that a patient is
"seriously burped.”™ By the way, that very expression is incorporated within
a rule in MYCIN, a computer system designed to replicate medical reasoning.
FROSPECTOR, a system for geological reasoning, refers to "abundant® quartz
sulfide "weinlets™ with "no apparent alteratlion halos.™ Such fuzziness is no
casier to eliminate than probabiliscic uncertainty. Its origin is net
sloppiness of language, but incompleteness of understanding., The more com-
plex the phencmenon, the more fuzzy you must be to say anything relevant gbuu:
it, even if you are an expert. Rather than eliminate such fmprecision, and

sacrifice relevance, Zadeh offers a way te incorporate it rigorously within an
analytical approach,

Art: 2Zara may have & point, Barbara, The evidence in our own problem appears
to be full of fuzzy terminology in addition to the example we just looked at:
for example, a "very reliable* source, "immediate” purchase, "vital" to the
development of ZAP (E,;); a "mid-level™ govermment employee, & "usually
dependable” source (E4); "recently”™ reported, "rather boastfully”, "several”
of the "powvel" subsystems, travel "freely™ {Eﬁ}; "influential”, "strongly®
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back, "several"” subsystems (Eg)}. It's hard to imagine converting all of these
to crisp, ves-or-no questions.

Zara: Even If you did, Art, how meaningful would your result be? You would
have had to turnm this into a different problem. Zadeh provides a method for

deriving what the possible probabilities are from the evidence as you
naturally conceive of it.

Fhyllis: 1f I follow wou, Zara, there are some cases where we could uze

either probability or possibility, Could you clarify fer us the relation be-
tween these two concepts?

Zars: With pleasure--though I warn you the relationship is mot simple. It
may be helpful first te idemtify two contexts in which "possibility" playe a
role in Zadeh's work. At the broadest lewvel, possibility theory is a sys-
tematic framework for interpreting the meaning of natural language utterances.
In this framework, as in the example of "a large guantity of Xyleum" a
proposition induces a possibility distribution om related (perhaps implicit)
variables, in this case, the weight of Xyleus bought by Malbridgia. In other
words, piven that a large quantity was bought, we can assign a possibilicy
value between zero and one to each weight. This approach can be applied, in
prineiple, to any propesition whatseever; and in fact, Zadeh has made impres-
sive progress in showing how natural languapge statements can be interpreted by
means of fuzzy logic, and in showing how vulez of inference, based on fuzzy
set theory, can be applied te them,

The second context in which "possibility™ crops up is as a feature within cer-
tain natural language statements. Some propositions invelve "possibility-
qualification™--i.e,, hedges like "wvery possible,”™ "quite possible," "almost
lmpossible." The analysis of these statements is a speclal case of the ap-
plication of possibilicy theory in the broad sense. For example, this
analvels Invelves a fuzzy set corresponding to the hedge, together with proce-

dures for determining the degree of membership of the hedged proposition imn
that set,

&5 you might have guessed, possibility and probability are alternative forms
of hedge. The analysis of linguistic forms involving probability-
qualification is analogous to that of possibility-qualification. Such hedges,
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called “fuzzy probabilities,” include not only expressions like "quite
probable® and *not very likely,® but also so-called "fuzzy quantifiers® such
as "most," "usually,* “several," "few," and "more than half." Each of these
is a fuzzy set containing numbers between 0 and 1 to varving degrees. Take
the sentence, "usually, extremely large quantities of Xyleum are used for Sys-
tem ZAP". The sembership of a particular proportion, say .3, in the fuzzy set
denoted by "usually" determines the possibilicy that .3 is the proportion of
the time that extremely large quantities of Xyleum are used for ZAP,

Phyllis: So what you're saying is, at the level of specific linguistic forms,

pessibility and prebability are alternative ways of expressing uncertainty,
But both of these have a place in a broad possibilisrie framework?

Zara: Exactly, 1f you'll pardoen the expression,

Sy: This iz all wery interesting, Zara, but you still haven't told us how
these concepts help us deal with our original problem: welght of evidence,

Zara: The point I have been leading up te, 5y, is that Zadeh's theory can
help in two waye: by means of possibility-qualification and by means of furzy
probabilities. Esach of these can gerve as a tool for exploring and repre-
senting the knowledge that underlies an ordinary probability sssessment.

Possibility, you recall, is degree of compatibility with one's knowledpge.
Agsessments of possibility thus depend on what the evidence fails to exeluda:
1.e,, to what degree the evidence fails to prove that the proposition i=
false. Assessments of possibility are thus fairly conservative, focused on
what we know. In contrast, assessing the probability of an event will often
require considerable guessing--sbout what might really have happened--that
goes well beyond what the evidence proves or disproves. Possibilities are
thus & less demanding sort of assessment and more frequently reflect the form
our knowledge actually takes. For example, even if 1 know very little about
Pink Thursday, 1 ecould pretty confidently assess a possibilicty distribution
for its gize, based on what 1 know about the range of sizes of such
organizations; but I might find it quite hard to assess a probability
distribution, According to Zadﬁh's (1978) possibility/probability consistency
principle, possibilities provide am upper bound for probabilities (and thus
help determine the possibility distribution of fuzzy probabilicies).



A second approach based on Zadeh's theory ils the use of fuzzy probabilities.
As we noticed sarlier, Bayesiang insist that probabllities are single numbers,
regardless of the amount (or scareity) of the underlying data. For Zadeh,

however, 1if the information you have is fuzzy, as it so often is, so are the
probabilities based on it.

Bv: Well, these fuzzy probabilities sound to me like second-order probabil-
ities under a different name.

Zara: Hot at all, Sy. For one thing, & possibility distribution, unlike a
second-order probability distribuction, can't be summarized by a single mumber,
{.e.,, the “"average". For example, your vague probability that H (e.g., that
Malbridgia will build ZAP given that Huldip supports it) might be expressed as

a possibility distribution that assigns a possibility of zere to all probabil-

ities below .1 and above .95, and that peaks at .7, When we use it to decide

among actions, this distribution does not collapse to a single number.

Fhyllis: Well, what can we do with these fuzzy probabllities then?

Zara: Let me give you just one E:ﬂlpla. An interestinmg technique proposed by
Zadeh (1982) supports the assessment of probabilities for unigue events. For
example, how are we to assess the probability that Muldip will support the
building of ZAP, given that he said he would? There is no large sample of
cases where Muldip said he would support ZAP, in which we can determine the

frequency with which he actusally did suppert it! Here again, the traditional

probability paradigm is unsatisfying: if empirical freguencies are unavail-
able {and if there is no natural decomposition in terms of other
probabilities) our only recourse is direct subjective assessment. Zadeh's ap-
proach by contrast, invelves an analyzis in terms of other events (e.g., other
cases where Muldip, or other politiecians, in Halbridgia or elsewhere, said
they would take some action); the cruclal factors are the degree of similarity
of each such event to the unique event at issue, and the extent to which those

other events possess the property whose probability is being assessed (e.g.,
the action was taken).

Sy: So, your claim is that there are two "fuzzy" approaches to the assessment

of weight of evidence: direct evaluation of the compatibility of a proposi-
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tion with your knowledge, i.e., "possibilicy®, and assessment of your degree
of confldence In a range of possible probabilities?

Zara: Right. And I would argue they are complementary...

Art: If I can interrupt a moment, I'm quite disturbed. FPlease tell me how

all this is going to meke assessment any #asier? The standard Bayvesian theory
was pretty daunting, demanding precise numbers where they seemed entirely out
of place. Fuzzy set theory, like second-order Bayesian theory, seems to want
to measure the imprecision. That may be terrific from the normative point of
view, Sy, but what about the poor fellow who has to provide all thoge numbers?

Zara: Hot to worry, Art, HNumerical inputs aren't really required. Decision
makers would only need to provide verbal descriptions (e.g., "pretty likely"”
or "about 353%"}). Such descriptions could then be automatically translated
inte fuzzy set membership functlons expressing the "possibility® (eor
confidence} that a particular number was the probability required., Computa-
tions would take place with the underlying membership functions, and the
results could be translated back inte appropriate wverbal descriptions. The
triek here iz to realize that extreme precision is not peeded at the lewvel
where we assess possibilities--results will be relatively insensitive to

inaccuracies--so an approximate verbal appreach is entirely justified.

Barbara: I have a feeling that you may run into trouble with your wverbal
approach, Zara. People might disagree rather substantially on the pessibility
distributions corresponding to particular verbal expressions. Se¢ you would
have to get numerical assessments from each decision maker after all. I

doubt if the results will be insemsitive esnough to errors to let you get away
without doing that.

Zars: Well, these are questions for empirical and formal research.

Barbara: In any case, 1 have to admit that the betting paradigm is not muach
good as a tool for analyzing fuzzy evidence. But you must admit, Zara, it
provides a pretty direct link between probabilities and decision making. I

wonder what a deeciczsion maker weuld do with these "fuzzy probabilities" once he
had them?



Zara: 1 think we can help him, Barbara, WWe simply "fuzzify"™ the computation
and comparison of expected utilities (Watson, Welss, and Donnell, 1979;
Freeling, 1980, 1983). In doing so, we utilize a wvery general inference rule.
It tells us how to compute the fuzzy set membership functiom for a wvariable
when it is a function of wvariables wheose fuzzy set membership functions are
known. So if we know the possibilities for the probabilities and utilities of
the various outcomes, we can derive the possibilities for the expected utility
(and also for the maximum expected utility).

arbara: Well, the real questiom is whether all these possibilities finally
yield a recommended action.

Zara: In many cases, where one option "fuzzily dominates®™ another, there is a
clear recommendation., In other cases, there are a number of possible decision
rules one could adopt (Freeling, 1980). But perhaps we should not expect un-
ambiguous prescriptions when the data are wvery fuzzy,.

8¥: I think part of what Barbara was getting at, Zara, was the pormative
basis of fuzzy set theory, Why should we accept it as a recipe for belief or

for actlon? What, for example, is the basis of this "wvery general rule® wyou
just referred to?

Zara: Fair emough. I think the normative appeal of this theory derives from
several sources. First, some work has been done--as it has for Bayesian
theory--to show that fuzzy set theory is emtailed by the acceptance of some
guite plausible axioms or assumptions (e.g., Bellman and Giertz, 1973; Fung
and Fu, 1975). Secondly, I think individual applications of the theory have
their own independent plausibility. Results usually conform to our intuicions
about what they ought to be. Thirdly, there is additional justification in
the special case where the theory is applied to fuzzy probabilities, Puzzy
logle provides the basls for what is, in effect, a sensitivity analysis or a
measure of confidemce in the original Bayeslan probabilities. For example,
the Bayesian probability that twe independent events will both occur is, of
course, the product of their probabilities. By fuzzifyving these
probabilities, we can derive the interval within which their product lies at a
glven degree of confidence. In short, in this application fuzzy logic retains
the nermative appeal of first-order Bayesian probabilities, while simul
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tanecusly relaxing the assessment burden and capturing the imprecisiom im an

expert's process of reasoning.

3.8 Belief Fupctions

Shawn: I couldn't agree more with Zara's central point: the Bayesian
framework fails to capture the real significance of the evidence. 1 think
there is a simple explanatiom of this: Bayesians concentrate on strength of
belief in the fruth of a hypothesis, rather than on the meaning of the
evidence itself. I would like to propose a method that attacks this problem
quite directly: Shafer's (1976) theory of belief functions. Rather than
"fuzzify" Bavesian probabilities, Shafer, who is a statistician at the
University of Eansas, (1976) urges the replacement of Bayesian probabilities
by a concept of evidential support. The contrast is between the chance that a
hypothesis is true, on the one hamd, and the chance that the evidence means

that the hypothesis is true, on the other. Thus, we shift focus from truth te
the interpretatiom of the evidence.

By: But isn't it the truth that we'te interested in?

Shawn: Perhaps, but remember: our only way of finding the truth is through
the evidence. 5o a tool that helps us analyze the evidence may be a lot more

helpful than ome that focuses our attention directly om the truth of the
hypothesis.

Barbara: Hold on a minute! Who sald Bayesian theory doesn't help analyze
evidence? We've already talked about how the impact of evidence can be quan-
tified using likelihood ratios, and how a large number of subtle interactions

among evidence {tems can be captured using techniques of Bayesian hierarchical
inference,

Shawn: Of course, Bayesian techniques permit an analysis of evidence. But I
have several complaints, Barbara, First, those techniques often require you
to make assumptions that go far beyond anything supported by your evidence,
Second, there iz no way to represent the amount of knowledge, or weight of
evidence, underlying an apalysis. Finally, the method of snalyzing and com
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bining evidence is often cumbersome and unnatural, 1 think you'll zee what I
mean when I explain how Shafer's theory works,

Recall that in Bayesian theory a probability mass of 1 must be allocated com-
pletely smong the possible hypotheses. It fellows, of course, that the prob-
ability of a hypothesis H and the probability of its complement, not-H, must

gsum to 1. Shafer retains thiz idea of spreading a fixed amount of some guan-
tity over a set of alternatives. The difference is that we spread this mass

among possible meapings of the evidence. We ask: what are the possible in-

terpretations of the evidenmce, and what are their probabilities.

By: The notiom of the "meaning®™ of a bit of evidence sounds pretty obscure to
me .

Ehewn: In fact, Shafer gives that notion a very crisp semse. The puésihla
"meanings"” are simply the hypotheses themselwves plus all gcombipations of
hypotheses. Let's take Art's problem as an example. We have two hypotheses:
H = Malbridgia is building ZAP, and not-H = Malbridgia is not building ZAP.

Row we have some inconclusive evidence E, in favor of H. E, is inconeclusive

since our source, L. Melfata, could be lving or mistaken, the technologist she
talked to could have been lying or mistaken, we may be wrong in our assumption
that the technical advances mentioned in E;, are needed for SBvstem ZAP, and so
on. Please note that if any of these contingencies is the case, it does not
follow that H is false--that Malbridgia is pot building System ZAP. What does
follow is that E, tells us nothing at all about whether it is or is net. Un-
der those circumstances, E; would be consistent with H gf not-H. Shafer rep-

resents this by saying that E, could mean H but alse could mean the combina-
tion of both hypotheses [H,not-Hj,

The evidential support which Eq lends to H is simply the probabillity that Eﬁ
means H. Shafer defines a "support function™ or "basic probability
assignment" m, to reflect Eﬂ's evidential iwmpact, For example, we might sub-
jectively assess mﬁ{H} = & and mﬁ{H or pot-H) = &6, This captures our intui-
tion that E; lends some support te H, but mo support te not-H. M (H or not-H)
is the prebability that E, says no more than that something is true.
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The support function m captures the direct support of evidence for a
hypothesis (or combination of hypotheses). But our degrees of belief may also
raflect indirect support. Shafer defines the degree of belief Bel in a
hypothesis or combinatien of hypotheses as the total support for any
hypothesis (or combimation of hypotheses) that implies it. Bel(H) captures

the extent te which our evidence means H or means something that necessarily
includes H.

The key polnt here is that some of the support or belief can remaln unmcom-
mitted to any particular hypothesis, The ability to represent uncommitted
belief is & major difference between Shafer and the Bayesians. It means that
our modeling need go no further than our evidence takes us.

Barbara: All it really means, Shawn, is that your model is incomplete. The
teal virtue of the Bavesian approach 1s that it forces you to take into ac-
count all the relevant information. For example, recall that in my treatment
of this example, I would first have to assess my prior probabilities or odds
for H and not-H, in other words my degree of belief in each hypothesis before
receiving the new data about the technologist's boasting. Then I assess the
prebability of obtaining E# on the supposzition that esach of the hypotheses
were true, Finally, I would use Bayes' rule to combine my prior belief with

the new evidence. 3So my new beliefs are logically guaranteed to reflect
everything I know about this case.

Fhyllis: 1T have no ldea what "logically puaranteed” means, Barbara. 1 think
we've already agreed that a Bayesian analysis wouldn't be psychologically
guarantead to tap all my knowledge about a case. And it may require knowledge
that I don't have. We need to talk about real, not ldealized, decision
makers, An analysis which is logically incomplete, but which more closely

matches the way I crganize my knowledge, might be more plausible, and convey
more knowledge, than the Bayesian one.

Shawn: That's right. I think {t's important to reject the idea that the
Bavesian theory 1s automatically appropriate for every problem, just because
you can always bet om the truth of the conclusion. The key issue is pot
whether you can formulate choices among bets that would elicit the required
probabilities. The real question is, how confident wyou feel that these
choices and the resulting model capture what is going on. In a game of
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chance, after all, we bet because of what we know about the probabilities: we
don't learn about the probabilities by cbserving our tendemcy to bet!

Fhyllis: This point seems related to your concept of comstructing probability
Arguments.

Shgwn: It certainly is. To the extent that Bayesian theory has anything to
contribute, it is by establishing a persuasive analogy between your problem
and a situvatiom, like poker or a lottery, where the truth is generated by
known chances. We construct Bavesian probability models by reference te such
comparisom cases, or "canonical examples®™ (Shafer, 1981l). Such analogies,
however, will usually be imperfect, because in the canonical example we kpoow
the rules of the game that determine how the truth is gemerated (e.g., the
composition of the deck amd the procedure for dealing). In real problems,
there are nearly always many aspects of the situatiom where comparable rules
cannot be given without making numerous assumptions. When these assumptions
become very extensive, it may be better to switch to a simpler kind of model,
which is more plausible despite mot giving a complete picture of how the truth
is generated. Such simpler models can be based on canonical exsmples in which

the meaning of the evidence rather tham the truth is generated by known
chanoes,

S¥: So where did Barbara go wrong?

lﬁhﬂgn1 I think both in her treatment of prior probabilities and likelihoods.

To start with, it is often hard to see where prior probabilities should come
from in a Bavesian analysis.

Barbara: Perhaps a new example will help. BSuppose a prominent poeliticianm in
an allied country has been kidnapped; we know that a terrorist orgsnization is
responsible and that only four such groups, which we designate A, B, C, and D,
eould have dome it. Our hypotheses are H,, Hp, Hp, and Hy (that A is the
group responsible in the kidnapping, that B is responsible, etec.). If I hawve
ne reasoen to suspect one of the four groups more thanm another, I can set the
prier prebabilities equal te one another: FP(H,) - P(Hp} = P{Hp) = P{Hp) -

' 2.
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Shawn: Thanks, Barbara., Your example makes it clear that the only way to
represent lgnorance in the Bayesian theory is to allocate probabilities
equally among a set of alternatives., But there are some serious objections to
this approach. As a very large number of critics have polnted out, how prob-
gbilities are in fact allocated will depend on how the alternatives are
described or scaled. We do not know whether A, B, C, or [} iz responsible, so
wa assign a probabilicy of .25 for the guilt of each one. Bub suppose group A
originates in the Middle East and groups B, C, and D originate in Western
Europe. We have no reason to belleve the kidnappers are from the Middle East
versus Western Europe. 5o perhaps we should assign a prebability of .5 to Hy

and 167 to each of Hp, Hp, and Hh. In the end, the assignment of priors
based on "ignorance” is gquita arbitrary.

Hotice how naturally Shafer handles this case. Our prior beliefs consist only
in the knowledge that A, B, G, of I is responsible, and this is all wﬁ have to
say in our model. We represent this (before receiving any evidence) by as-

signing support equal to 1 to {HA'HB‘HE'HB}‘ The allocation of probability
mass within this set is simply unspecified.

Barbara: ©Some Bayesians would argue that there is no such thing as total
ignorance. We always have some prior knowledge, however vague, and this
should be reflected in the priors we assess, For example, Art has a prior ex-
pectation that Malbridgia iz not bullding System ZAP, based on a briefing he
heard about U.5. technical capabilities.

Shawn: Where there really is some knowledge, we can and should represent it.
But we can do so in terms of a Shaferlan analysis of evidepnce rather than as

"prior probabilities.® And where there lsn't any knowledge, we shouldn't have
to make arbitrary cholces,

In Art's case, the briefing is evidence, even though indirect. If we assume
that Malbridgia's techmelogy tends to equal or lag U.5. technology, and if the
American scientist was honest and accurate, then this evidence means not-H
(i.e,, that Malbridgia is not building ZAP). Otherwise, the evidence means
nothing at all, i.e., {(H,not-H). Since thetre is a fair chance that at least
our first assumption is mistaken (Malbridgia's technology could be shead of
ours), we might have my(not-H) = .7 and my(H,not-H) = .3,
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Barbara: It seems to me that likelihood ratios are a perfectly appropriate
vay to represent the ispact of evidence.

Shawn: 1'm afralid I don"t agree, Barbara. BSome of the same problems arise in
the assessment of likelihoods as in the assessment of priers. In order to as-
timate the probability of the evidence given a hypothesis, we are forced to
include cases where the evidence occurs even though it is in fact not con-
nected to the hypothesis. In the case of E;, we mentioned the possibility of
deception or error by L. Melfata or by the technologist, or invalidity of our
assumption about the relevence of the techmology to ZAP. In all these cases,
even if Malbridgia did happen to be building ZAF, E, would not have really
been relevant, and so they are mot included in our measure of the support lent
by E; to H, mg(H). We have no evidence bearing on the chance of any of these
eventualities. Nonetheless, the Bayesian probability of E; given H must some-
how purport to model them, at least implicitly.

In Shafer's framework, there is no such requiremept. We directly assess the
probability that the evidemce megng, or is commected te, the hypothesis. Of
course, we leave open the possibility that the evidence occurred by chance:
i.e., the hypothesis is true and yet the evidence doesn't mean the hypothesis.
This is imcluded in the support assigned te (H,not-H)}. Since this support ia
uncommitted among the two hypotheses, no specific modeling of what happens
when the evidence is net linked to the hypothesis is needed.

Barbara: I'm not as convinced as you seem to be, Shawn, that there is a clear
line to be drawn between cases where we do and do not have "knowledge."™ For
example, although we have no direct evidence regarding the possibilicy of er-
ror or deception, we are likely to have some idea, based on our past ex-
perience and general information, about these probabilities. The Bayesian
framework, by insisting that we come up with the numbers, may draw more infor-
mation out of us than we knew we had, In terms of Shafer's own constructive
theory, the knowledge may not pre-exist in a very appropriate or accessible

form, but the assessment task itself can stimulate us to gonstruct a repre-
sentation that captures it.

Shawm: Well, the proof is in the pudding. If you can use Bayesian theory to
come up Wwith convineing analyses, please do. In fact, the Bayesian theory is
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a special case of Shafer's, where all support ia assigned to single
hypotheses, and none iz left uncommitted,

This issue, however, is related te my second major complaint about the
Bayesian framework. It provides no distinetiom between probabillities which
are based on evidence and those that are not. What we need, and don't get, is
a way of representing the welght of evidence that underlies an analysis.

As we discussed earlier, probabilities themselves are simply not appropriate
measures of the quality or credibility of an inferential argument. An es-
timate that there is a 90% chance that Malbridgia's building ZAP would not
necessarily be better supported than an estimate that puts the chance at 50%.
One would not have much confidence in a conclusion (no matter how high the
Bayesian probability) if it requires numercus untested assumptions.
Conversely, the 50% probability could reflect the outcome of a thorough sift-
ing of evidence bearing in the walidity of those assumptions. The credibility

of the conclusion depends om the coppleteness with which relevant and avail-
able evidence has been comsulted, not on the probabilities assigned to the

events in guestion.

Art: That sounds like a pretty good answer to some of our customers. They

geem to believe that a "good" analysis is one that eliminates all uncertainty.

Shawn: It may be more correct to say that a good analysis effectively ex-
ploits the available evidence to determine what our uncertainty assessments
8L8.

Compare three cases in our kidnapping example: (1) I set my prior probabil-
ities P(Hy) - P{Hn] - P{HG} - P{HD} = .25 entirely on grounds of ignorance and
symmetry; (2) I set my prior probabilities equal to one another because I dis-
cover that groups A, B, €, and D each committed comparable kidnappings during
the past 5 years; (3) I set my prior probabilities equal te one another be-
cause the manner in which the kidnapping was carried out has definite, but
comparable, similarities to the modes of operatiom of each of the four groups.

How it seems clear to mg that each of these arguments has quite different

merit. Yet a Bayesian analysis will treat them the same. By contrast, in
Shafer's system we might have three very different support functions:
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(1) m(H,) - m{Hg) = m(Hg) = m(Hp) = O;
m(Eﬁ1HErHﬂrHﬂJ -1

(2) m{H,) - m(Hg) = m(Hg) = m(By) = .1;
II].{H.A.HB,HGJ'I.E} = 6

(3 m(H,) = m{Hg) - m{Hﬂ} - m(Hp} - s )
miHﬁ-HB-HG*HB} - 3.

In each case (a8 in the Bayesian analysis} the support assigned to the in-
dividual hypotheses is equal. But our degree of confidemce that each of these
arguments is valid is reflected in the varying degree of support assigned te

the universal set, (Hy,Hp,Hg,Hy). The sum of the support for the individual
hypotheses and the universal set, in each case, is 1.

8x: I like that. Your method of representing belief allows you te give
greater force to an argument based on empirical frequencies, like (2}, or

direct evidence, like (3}, than one based on ignorance (1).

Lhawn: Hotice, hoewever, that we need not give full credence to freguency ar-
guments either. Often it happaﬁa that although empirical data are available,
their exact relevance to the issue at hand is not entirely clear. For
example, in regard to (2), A, B, €, and D's respective circumstances and goals
may have changed drastically, in quite different ways, since they committed
their earlier kidnappings. We may feel uncomfortable with an unqualified ex-
trapelation of the past inte the future. More fundamentally, we may feel un-
comfortable treating the present kidnapping as if it were drawn randomly from
the pool of kidnappings committed by the four groups. The .6 support assigned

to m{Hy ,Hp,Ho Hy) is a discounting factor that represents these slements of
doubt (Shafer, 1982).

§¥: In a way, then, the belief assigned to the universal set gives you a

measure of the incompletemess of your evidenca.

Shawn: In this example, it does; but we can be a bit more general. In a
sense, Shafer's Bel function is the lowast degree to which a hypothesis can be
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believed, because {t is the lowest level of belief forced on us by the
evidence, But we have left open the possibility that the hypothesis Is true
in a way not revealed by our evidence, So another function introduced by
Shafer is the degree of plausibility of a hypothesis, PL(H), corresponding to
the maximum possible belief im H. FL(H) is equal te the total belief assigned
to H {(L.e., Bel(H)) and to combinations of hypotheses containing H. The lat-
ter bellief is uncommitted, but new evidence could cause It te go te H, PL(H)

is thus the extent te which the evidence 15 not Incompatible with H. 3o,
PL(H) = 1l-Bel{not-H).

Sy: 1 think I see. The interval between Bel(H) and P1(H) gives a range of
belief for H, Its size measures the scope for new discriminations among
hypotheses to affect our belief in H; hence, in a sense, it measures the
present incompleteness of our evidence.

Shawn: ERight. BEut keep in mind our earlier discussien: incompleteness here
iz the chance that a particular collection of evidence fails te discriminate a
hypotheziz from other possibilities. 5o it reflects the reliability of a par-
ticular evidential argument. It makes no attempt to measure how much of the
total possible evidence we have obtained.

Art: The latter seems pretty impossible anyway.

Sy: That's certainly true. On the other hand, it may be quite natural to
assess the reliability or strength of a particular argument. If you think
about 1t, each argument requires us to assume & speclfic kind of relationship
between the hypothesis and the evidence. The evidence establishes the
hypotheszis only 1f the relatlonship presupposed by the argument Is in Fact the
cage. For example, when we use frequency data to estimate probabilities, we
assume the zample iz reprezentative of the population. If we rely on evewit-
ness testimony, we assume the witness was in a position to see what she says
she saw, and that she was motivated te tell the truth. It seems reasonably

realistic for us to assess the probability that assumptions like these are
met .

Shawn: This notion of the completensss or reliability of an arpument is cru-
elal to understanding what the interval between Bel({H) and PL{H) means. In no
gense 1s this a fixed bound on what our belief in H could eventually ba. Ad-
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ditional arguments, based on new evidence could come in that eenfliet with our
present beliefs and thus lower Bel({H) or increase FL{H). Bel and Fl are part
of our analysis of our present evidence. They fumction as a bound only 1f we

assume that all future evidence i= consonant with the evidence we already
have.

Art: What does "consonant" mean?

Bhawn: Essentially, it means that different bitas of evidence wvary in the
precision of their suppoert i.e., thelr ability to discriminate hypothesis, but
they do not conflict, More accurately, consonance means that support goes
only to nested subsets of hypotheses, For example, suppose in our kidnapping
example we get three new items of evidence. The first, an anonymous statement
issued to the press by the kidnappers, is inconsistent, in its wording and
content, with previous statements by one of the groups (D). 5o we represent
this by a support function assigning some support to (Hy,Hp.H.). The next
item of evidence (e.g., a demand for money by the kidnappers) might give sup-
POt to IHﬂ. Hgl since groups A and B are known to be in financial straits,
Finally, an eyewitness report turns up regarding the types of weapons carried
by the kidnappers, and supports {Hg)}. This evidence is consonant, since the
arguments based on the different pieces of evidence differ from one another

enly by being more precise or more general. They could be walid at the same
time--1if group B is responsible.

Art: Shafer's plausibilicty measure, Pl, reminds me of Zadeh's notion of
pozsibility,

Shawn: Quite right, Art. It turns out that {f we assume consonance of
evidence, Pl is a possibilicy measure {(Dubois and Prade, undated). You recall
that Zara described the possibility of a proposition as its compatibility with

one's knowledge or evidence. So there is a conceptual, as well as a formal,
affinity.

Zara: Well, that's gpg way of looking at the relationship. Another point of

view is to think of Shafer's theory as giving a possibility distribution for
the probabilitieg of a proposition, rather than for the proposition itself.

In other words, all probability wvalues lying between Bel and Fl are possible;
all others are not. This is a special kind of distribution in which a1l the
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possiblility values are 0 (outside the interval) or 1 (inside the interval}.
8o, from this point of view, Shafer's thﬂnry is a special case of Zadeh's,
rather than the other way around. Possibility theory, of course, allows
gradacions of possibilicy.

S¥: One thing we've been hinting about iz how Shafer's theory handles new
evidence. For example, Sharen mentioned that the lnterval between Bel and P1
reflects incompleteness of evidence, So I presume that wvhen new evidence

comes im, that interwal shrinks. Dees Shafer's theory tell us how that
happens?

Ehawn: It does indeed. So far, S5y, we have been focusing on the repre-
sentation of evidence in Shafer's theory. But we could just as easily have
introduced his theory in terms of how it handles the combinatien of evidence.
As vyou recall, in Bayesian theory we can divide a probleam into simple
components, make assessments, and then combine them using Baves' rule. HNow
Shafer argues that his framework comes closer to capturing the tradiciomal
concept of a "probability argument®™ than Bayes' rulel

Let's take a simple example. In Art's problem, suppose once again we have
only one item of evidence, E;, with a support function mg(H) = .4 and

mg (H,not-H) = .6. Now suppose we receive a second bit of evidence, Eg,
regarding the assertion by the politician P. F. Muldip that he would support
building ZAP. We regard this new evidence, like the first, as inconclusiwve;
the report of Muldip's assertion may be dishonest or mistaken, Muldip may hawve
intended to back ZAP but changed his mind or lost his position, Muldip may
have lied, Muldip may have backed ZAF but been overriddem im the final
decision. We represent the new evidence by a belief function with mg(H} = .3
and mg(H,not-H) = .7, the latter once again reflecting the chance that this
evidence is irrelevant. Now what is our net belief resulting from E; and Eg?

The basic idea is simple. The combined evidence proves that Malbridgia is

building ZAP if at least one of the evidential arguments is valid. The prob-
ability that both are invalid is:

m&r5{H.n¢t-ﬁ} = my (H,not-H) x me(H, not-H)
= (.6)(.7) = .42,
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This is the aggregate support for [H,not-H) based on the combined evidence,
and, of course, it is lower than the uncommitted suppert in either m; or mg by
itself. The aggregate support for H, then, is:

lﬁiﬁtﬂ} =1 - m(Hnot-H) x IE{H,nnt-H}
-1 - 42 = .58,

A more general way to look at thiszs same argument is thiz: The combinsd

evidence E;, + E; "means" H when the common element in the meanings of E, and
Es is H. This happens in three cases: (1) E, = (H), Es = LH}; (2) E, = {H},
Eg = {H,net-H}; and (3} E, = [H,not-H], E; = (H}. The probabilicy that E, +
Eg means H, then, is just the sum of the probabllities for (1), (2}, and (3):

mﬁ,S{Hj = @ (H) = mg(H)} + m;(H) % mg(H,not-H) + my (H,not-H) x mg(H}
= mg(H) + (l-m;(H)) x mg(H)
= & + (.6)(.3) = .58,

By: What 1f the new evidence conflicts with the old evidence? Suppose we
have E; supporting Malbridgia's bullding ZAF as before, but now receive E,,
suggesting that Malbridgia does not have the technical capacity to build ZAP.

Shawn: The logic is essentially the same. The combined evidence proves that
Malbridgia is bullding ZAF only if E, is valid and E{ is invalid. In other
worda, the combined evidence Eﬁ + El means H only when Eﬁ = (H} and El =
(H,not-H}, since this is the only pair of meanings for E; and E, that has H as
a commor element. But notice that both evidential arguments cannot be walid;
i.e., Malbridgia cannot both build and not build System ZAF. So the chance
the combined evidence means H must be normalized to exclude the impossible

case wheres Eﬁ = [H} and Bl = (not-H). IE we let mi{nnt-Hj = .9 and -1{H.nn:-
HY = .1,

(1-my {not-H)} x m,(H)
oy, 4(H) =

l-my (not-H) x m,, (H)
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{1=-90(. &)
= 1.{.9)¢.4) = -U6

(l=-5(9)
and m 4loot-H) = L-(.9)(.4) T B4

8¥: These arguments seem fairly straightforward. But is there a rule in
Shafer's system that takes the place of Bayes' rule?

Shawn: The rule of combination for Shafer's system is called Dempster's rule,
and it is essentially just a generalization of the kind of intuitively appeal-
ing "probability arguments” I have just described. Dempster's rule is more
gemeral in that it can be used to combine support functions that make use of
the full representational capability of Shafer's system: 1.e., where support

can be provided by a bit of evidence for any mumber of hypotheses or combina-
tions by hypotheses.

I wouldn't really say it "takes the place" of Bayes' rule though, Sy.
Bayesians sometimes talk as if the main use of Bayes' rule was to update
beliefs automatically as new evidence comes in. That presuppeses that we have
anticipated the possible evidence ahead of time and assessed the relevant
likelihoods. But I think it's wvery rare that we can do so. For example, in
Art's problem, the probability of obtaining a report about a technologist

boasting (E;) was very small indeed before it was actually obtained.

Phyllis: This point reminds me of your nmotion of constructing s probability
analysis, rather than eliciting it. Only ideal decision makers, not real

people, come fully prepared with "true™ probsbilities for all possible
contingencies,

Shawn: Exaectly, And there's a stronger point. Ewven if we had anticipated
the actual evidence, the real-life Bayvesian may not be wise to abide by the
results of his automatic updating., Other new knowledge, not previously
anticipated, may well have been acquired aleng with the evidence, which
changes his assessments of the likelihoods used in updating. In other words,
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it's impossible to anticipate all the ways our interpretaticon of the impact of
a given bit of evidence could change.

Sy: But if vour revised beliefs don't conform to Bayes' rule, won't vou be
incoherent, and subject to de Finetti's Dutch book?

Shawn: That's a common misundertanding. Coherence only requires that your
beliefs at a given time be consistent with one another. It does not require
that a current probability cohere with previous priors and likelihoods
(Shafer, 1981; Horwich, 1962). In my view, the appropriate use of an in-
ference framework is to organize our knowledge as it exists at a particular
time, not to try to control its process of growth and change (Shafer, 1981).

The focus of Shafer’'s system is the combimstion of svailable evidence; rather
than updating beliefs.

Barbara: As you know, Shawn, Bayes' rule can also be used in an analysis

after the evidence is obtained.

Shawn: Yes, but that brings me to my third major complaint: Bayesian methods
are not & natural or efficient way to express our knowledge., In this context
they are inefficlent because we have to assess probabilicties for E,, given the
varlous hypetheses, even though we already know E, has occurred. They are un-
natural because we are asked to imagine a counterfactual situation in which we
imagine we do not know that E; occurred. Now what are we supposed to know in
that situation? Certainly not exactly what we really knew before E; occurred.
We may have acquired considerable relevant knowledge since then which can, and
should, affect our evaluation of E;. Some of this knowledge may even have
been obtalned on account of E;. Yet we are asked to imagine this knowledge
without knowing that E; did occur. By centrast, in the assessment of
Shaferian support functions, the question is about an actual rather than a

counterfactual state of affairs: what ls the probabilicy that the evidence in
fact meanzs HY

Barbara: People do seem able to provide Bavesian likelihood assessments,
though I grant that it's easier with a recurring rather than with a unigque
problem. In any case, as we discussed earlier, there are other forms of
Bayesian analyses than the use of Bayes' rule., For example, the probability

of an event H can be broken down into its probability given some other ewvent
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C, its probability given net-C, and the probability of €. Perhaps analyses
such as this are more natural when we are organizing our beliefs at a given
time rather than updating them.

Shawn: I entirely agree, Barbara, Let me point out a major advantage of
Shafer's theory in this regard, however. In any Bayeslan analysis other than
the use of Bayes' rule, each assessment is made (in theory, at least) with all
the evidence; we are supposed to make use of all of cur knowledge in all
judgments. The problem iz broken down into simpler questions, but the
gvidence itself is not decomposed.

Fhvllis: But we agreed earlier that real decision makers are seldom able to
keep all the evidence in mind at once.

Shawn: That's right. In contrast, Shafer's system permits us to focus on
parts of the evidence separately. Each support function describes the impact
of a distinct collection of evidence. Dempster's rule of combination can then
be used to pool the different support functions into a new support fumctiom
reflecting all the evidence. Shafer's system provides a way of thinking about

different parts of the data separately, like Bayes" rule, but does so
naturally.

Sy: Shawn, you have argued that Shafer's system supports "intuitively
appealing” arguments and that it is a "natural way" of decomposing evidence.
In terms of Shafer's concept of a "constructive® theory, perhaps you would
claim that these considerations add up to a normative argument in favor of
Shafer's system. But it all seems a bit flimsy to me compared to the rigorous
axiomatic derivations associlated with the Bayesian system. For example, 1f I

follow Dempster's rule rather than Bayes', wouldn't I be subject to a Dutch
book?

Shawn: In faect, you won't be. There is a pmatural interpretation of Bel and
of P1 in terms of betting which will lead to "rational® behavior even in the
Bayesian sense. An agssumption implicit in de Finettl's Duteh book argument is
that if 70 cents iz the most money you would be willing te pay for a gamble
that pays 1 dellar if H is true, then you would be willing te pay 100-70 - 30
centz for a gasble on not-H. If this assumption is rejected, you can aveid a
Dutch book without being a striet Bayesian (e.g., Smith, 1961). In terms of
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Shafer's theory, we use Bael(H) to determine the stakes at which we would bet
on H, and we use 1-P1L{H)} = Bel{mot-H} to determine our willingness to bet on

not-H. To the extent that our knowledge is incomplete (i.e., PL{H) > Bel(H}),
we withhold willingness to bet.

Let me stress though that I don't think aveidance of a Dutch book is the prin-
elple ractionale for an inferemce theory. In fact, the structure of Shafer's
theory 1s richer than what would be necessary simply to suppert a theory of
beccing. The main geoal 1s te illumipate the evidence by comparing it to well-
understocd paradigm cases, or canonical examples. For Shafer's theory, the
canonical examples concern cases where the mesning of the evidence is gen
erated by some chance process, like a lottery. The real justification of
Dempster's rule, therefore, is that it is the appropriate rule for this set of
examples.

3.9 Ipductive Probabjlities

Colette: L.J. GCohen (1977) has proposed a theory of inference which is
simpler than other views both mathematically and in its assessment
requirements. It seems to me, morecver, that this theory gets closer to what
we teally mean by completeness of evidence., Cohen, who is at the University
of Ouford in England, suggests a framework based on the factors that could, in
prineiple, prevent a conclusion's being established by your evidence. The

"inductive probability™ of a hypothesiz is defined as the number of such fac-
tors which have been tested and ruled out,

Fhyllis: It sounds like Cohen is quite close to Shafer. Aren't they both in-
terested in the extent to which an argument can prove the hypothesis, in con-
trast to the Bayesian's interest in the truth of the conclusion?.

Colette: That's right. But there's an important difference. Cohen is not

interested in the probability that the evidence means, or prowves, the
hypothesis. His central claim is that evidence for a propesition is incom-

plete as a function of the number of different kinds of ways the analysis
could turn out to be imnvalid,

Arg: It sounds like that might simplify the assessment task quite a bic.
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Colette: Precisely. We could assess our confidence in a hypothesis simply by
counting thﬁ nusber of potentially invalidating factors that have been ruled
out. From Cohen's point of view, Bayesians and Shaferians seem to have things
backwards, They give abstract formalisms for manipulating probablilities or
degrees of support, but they tell us very little about where the numbers
should come from. It doesn't help te hear that we should not adopt a conclu-
sion "because® degree of support Lls too low or "because™ we won't bet on it at
sufficiently lew odds. What we need to know is why: what reasons are there
to withhold acceptance? 5o Cohen suggests that we look directly at the tests
that a hypothesis would have to pass before we believed it., We should with-
hold acceptance of a hypothesis when there is potential evidence we haven't
looked into yet which gould disconfirm it.

8y: But if both Cohen and Shafer are concerned with provability of a

hypothesis by evidence, I'd expect some relatiomship between the two theories.

Shawn: Indeed there is, Sy. Cohen's system is & special case of Shafer's--
just like Bayesian theory and possibility theory, I might add. It happemns to
be the same special case associated with Zadeh's theory: consonance of
evidence. The idea is that new evidence progressively eliminates
possibilities, rendering our beliefs more and more precise; but mew evidence
does not lend suppeort to gopflicting hypotheses.

Colette: In fact, Sharon, two eritical advantages of Cohen's theory arise
from this restriction: its simplified metrie, based on counting, and its in

corporation of the notion of accepting a hypothesis. We'll talk about that
later.

Art: So how does Cohen's theory work?

Colette: Why den't we take our evaluatiom of E; in Art's problem as an

example. The first question we want to consider is whether L. Melfatas is
telling the truth.

Art: So the hypothesis we're examining is that L. Melfata really heard the
technologist boasting?
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Colette: Right. Let's call that hypothesis B, But we now have to distin-
guish two senses of "hypothesis™ and "evidence" {n L.J. Cohen. In one sense,
out hypothesis is the specific event, B, as you suggested, 1.e., Helfata heard
the technologist; and the evidence for B iz Melfata's trestimony together with
our other Information about Melfata, as summarized in E,. But Cohen believes
that in reasoning of this sort, there must be a generalization or uniformity
that justifies, to seme degree, the inference from E, te B. In ocur example,
this general hypothesis would concern human truth-telling behavior and would
lay out pertinent grounds for believing that what someone like Melfata says is
true. MNow suppose we formulate such a generalization, tailered to our present
example, According te this generalization, anyome with certain traits whao
says something with certaln properties in a context with certain
characteristics, iz telling the truth, We fill in the blanks here with the
information we have about Melfata, about her testimony, and about our overall
problem, This generalization might say that anyone who has had the oppor-
tunity to observe what he reports, whose report is internally consistent, and
whose report 1s coherent with at least some other evidence, would be telling
the truth. KRow our evidemce for (or against) this hypothesis is to be found
in our accumulated knowledge sbout whem, where, how, and why people tell the
truth., If this hypothesis were a gemeral hypothesis in a scientific domainm,

the relevant knowledge might even be a series of rigorous experimental tests.

8y: I think I see where this is heading. To the degree that the general
hypothesis about truth-telling is supported by relevant knowledge, we are jus-
tified in inferring B from Ey. Seo the support for our generalization about
truth-telling can be construed as the degree of "provabilicy" of B by E;. The
generalization in effect establishes the link between our (specifie) evidence
and our (gpecific) conclusion,

Colette: Exactly. Coben Introduces two measures corresponding to the two
types of hypotheses, and they are related just as you described. The first is
"inductive support®: This is the extent to which a general hypothesis has
passed the tests which could falsify it. The second measure is the "inductive

probability™ of & specific conclusion conditional on specific evidence.
Here's how the commection works.
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Imagine a simple syllogistic argument:
(1) = 1s amn E;
{23 All BEs are (s;
(3} Therefore, x iz a Q.

This is, of course, an example of "deductive Inferemce." Cohen's notion of
inductive inference generalizes this to the case where we are uncetrtain of the
generalization, all Rs are Qs, hence also uncertain of the conclusion, x is a
Q. Fow let s[{2),E] be the inductive support afforded to (2), the
generalizatiom, by our knowledge K. And let P{[{3)},(1)] be the inductive
probability of (3), the conclusion, given (l)--i.e., the probability that x is
a @ given that x is an R. Then, for any integer 1,

s[(2),K] = i

implies that

Pr[(3),(1)] 2 1.

Zhgwn: This is wvery reminiscent of Shafer's ideas. For him, the direct sup-
port of the evidence (1) for the conclusion (3) is the probability that (1)
means or proves (3); in this example, that is just the probability that the
generalization (2) is true. If (2) is false, the argument from (1) to (3} is
invalid, and (1) is irrelevant--i.e., it supports [((3),not-{3)].

Zara: Well, there is definitely a similarity between Shafer and Cohen. Both

of them ignore the fact that terms utilized in reasoning (R and Q) are likely
to be fuzzy rather than crisp.

8¥: Good point, Zara. A difference between Shafer and Cohem, though, is in
how the measures of inductive probability P; or support m are arrived at,

Colette: That's right. For Shafer, m iz agsessed by direct judgment, and is
interpreted numerically as 1f it were a real probability. For Cohen, as I

said before, Py is just a count. And he provides a framework in which it can
be derived.
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By: 1 remember complaining that Bayesian theory gave us little or no guldance

in selecting probability values, so I'm curious about what Cohen has to say
about this,

Colette: Cohen believes that in every domain where we want to know the truth
about something, such as a field of selence or buman behavior, there iz a set
of "relevant variables” assoclated with the general hypotheses in that domain.
In a scientific investigation, for example, the relevant variables represent
potential explanations of a phenomenon that cempete with the hypothesis of
interest, S5So they are factors which sust be experimentally controlled before
the hypothesis can be accepted. The sclentisc performs a series of studies in
which, hopefully, the phenomenon of interest contimues te be observed despite

variationa in each of those factors.

8¥: So the support for the hypothesis equals the number of tests that are
successfully performed?

Colette: Right. Each test eliminates one more way the hypothesis could have

been wrong. The tests are ordered in terms of the importance of the
wvariables.

8y: This may or may not make sense in an experimental science, Colette, but I
have a real problem seeing its relevance to a field like intelligence

analysis. It's hardly usual or even possible to test general hypotheses about
what countries are up to.

Colette: The main difference, I think, is that we have to draw on our

informal, implicit experience to determine how each relevant variable affects
the truth of a hypothesis, rather than on formal experiments.

Art: Even in the scientifie example, though, we had to rely on such ex-
perience to determine what the relevant varlables wers.

Colette: That's right. Let's go back now to our evaluation of E; in Art's
proeblem and start with a very simple genmeral hypothesis: Everyone who speaks
is always telling the truth. Based on our experience, this claim has little
ofr no inductive support., The reason 1s that it fails te pass the pertinent
tests. Consider all the wariables that might falsify it: We distrust a
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speaker If he has a certain demeanor (shifty eyes, ete.)}, if what he says 1s
Internally inconsistent, 1f what he says is Iindependently implausible, if it
clashes with other evidence, 1f we have certain facts about his motives or
character or his opportunity to obtain knowledge of what he reports, and so
on. Let's suppose we have identified 20 such variables., To get a walld
generalization, we can qualify the original claim by stipulating specific
levels on each of the 20 relevant wvariables which are advantageous to the
truth of the hypothesis: anyone who speaks with a relaxed demesnor, gives a
consistent and plausible report, ete., is telling the truth. Based on our

general knowledge of people, the resulting wvery lengthy hypothesis would have
maximal inductive support.

Ey: Bo any hypothesis that invelved only scme of the required gqualifications
would have only partial support?

Colette: That's right, If advantageous levels on only i of the 20 relevant
varlables are mentioned in the hypothesis, its support is 1/20. For example,
it's likely that Melfata had an opportunity in her travels to hear the tech-
neleglst beasting,; hgr report is internally consistent; and it coheres with at
least some of our other evidence, So our generalization vwhich we use to jus-
tify the inference from E, to B will include three qualifications that are ad-
vantageous to its truth, Thus, we might conclude that the inductive probabil-
ity of B, Melfata's telling the truth, given E# is 3/20.

Barbara: It's pretty elear that 3/20 isn't a Bavesian probablilicy!

Colette: Certainly not. It measures the completeness or weight of evidence
behind the hypoethesis, B, that Melfata is telling the truth, It does so
simply by counting the number of relevant kinds of evidence that have been
covered and which are favorable to B, WVWhen the i{nductive probability of a
hypothesis B is low, it doesn't mean that the inductive probability of noct-B
is high. In fact, the inductive prebability of not-B will be zero, since we
can't have conflicting support. What a low inductive probability does mean is
that there is potential evidence that has mot yet been considered.

Shawn: It's like Shafer's support functionm again, in that you can have posi-
tive support for B and zero suppert for not-B. B falls short of maximal sup-
port because some of it goes to (B,not-B}--corresponding, I suppose, to

- 59 =



Cohen's unconsidered evidence. In both theoriess, new evidence can increase
support for B without decreasing suppert for not-B. 1 agree with Colette that

this accords much better with our intuitions about evidential impact than the
Bayesian approach.

Art: Something has been puzzling me, Colette, In our discussions of Bayes
and Shafer, we assessed the lmpact of E, directly on H, the hypothesis that
Malbridgia is building ZAP. Why aren't we doing that in Cohen's case?

Colette: Well, we could do that if there were a pertinent general hypothesis
te establish a link between E, and H. But there are just teo many different
kinds of considerations invelved to expect a single generalization here in-
volving a single domain of knowledge or experlence, In Cohen's system, we
would prebably construct a separate analysis for each Inference: from E; to
the truth of what E# reported, from the technologist's beasting to the truth
of what he said, and from that to Malbridgia's building ZAP.

Barbara: That's exactly why in the Bayesian analysis we talked about breaking
the assessment down into a hierarchical or cascaded inference. We probably do
have more confidence in our assessments when we consider the steps in this
chain separately. But, as Art said, we had the gption of assessing E;"s im-

pact on H directly. And the result probably succeeds in capturing a fair
amount of our relevant knowledge,

Sy: In Bavesian hierarchical inference, you can compute the probability of
the ultimate conclusion, H, based on uncertainties in each link of the chain.

Is there some similar way to combine the results of the separate inferences in
Cohen's system?

Colette: There isn‘t. And the reason brings out an important philesophical
difference between Cohen and the other wviews we have considered. For Cohen,
inference is domain-dependent; each inference process takes place in its own
clogsed universe of relevant wvariables. Cohen's measures of inductive support
and inductive probability are appropriate for comparisons of hypotheses within
a domain, but not for comparisoms that cross domain boundaries.

Sy: So the puidance we get in assessing inductive probabilities comes at a

steep price. We can't do as much with them once we have them,



Colette: Well, don't be teo hasty. I'm not sure it's so bad to be forced o
be honest about vwhat we know and don't know. Cohen's theory mekes us parti-

tion the inference process according to natural divisions in our knowledge,

Zarag: But I think it's worth pointing out that, at least from my point of
view, this feature of Cohen's system is not essential. We could drop fts
raliance on general hypotheses and the derivation of "inductive probability"
from "inductive support."” We then have a theory of the "necessity" of a
hypothesis that complements Zadeh's theory of "possibility.” Both have at-
tractive ordinal, or "counting,® properties.

Ehawn: That's because both of them are speclal cases of Shafer's system,
vhere evidence iz consonant,

Colecte: But there are seme things you can do with induetive probabllities
that you can't do with Bayesian probabilities or Shaferian belief functions.

By: Buch as?

Colette: You can draw conclusions, im the ordinary rather than the probabil-
igstic sense of the word., In the hierarchical inference cage, if we get suffi-
clent evidence in faver of a hypothesis at a leower lewvel (e.g., that Melfata

told the truth), we can accept it. We can then use It as evidence in the in-
ference at the next higher lewvel, and so on,

Barbara: Inpstead of propagating uncertainty through a series of inferences,

it zounds like vou're suppressing it: acting "as {f" an uncertain proposicion
ig true, That's inviting trouble.

Art: It seems to me that we do that all the time. But isn't there any way to
Taccept™ conclusions in the Bayesian or Shaferian systems?

Colette: Mot really, Art. You end up with an assignment of probabilities (or

degreses of support) to hypotheses, but not with a set of "scceptable”
hypotheses,
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Sy: Why can't you just decide to accept all the hypotheses whose probability,
or support, exceeds a certain threshold?

Colette: ﬂnhﬂﬁ argues that a reasomable criterion of acceptance cannot be
formulated in terms of these measures. For example, let's say I set a
threshold x so that if the Bayesian probability of a hypothesis is greater
than %, I accept it. But now it's possible that I will accept propeosition J
and I will accept proposition K, and wvet I won't accept the conjunction JE&K.
The reason, of course, is that the prebability of the conjumction is the
product of the probabilities of its component events, and so (unless one of
the probabilities is unity) will be less than each of them. So a Bayesian whe
tried te formulate criteria for acceptance would end up not believing some
very clear logical consequences of other things he believes., And this seems
both irrational and contrary te what most people would actually do.

An even worse problem for both Bayesian and Shaferian theorfes is that they
may provide support for conflicting hypotheses, e.g., for J and for not-J. 5o
Lf people did believe the logical consequences of their beliefs, we would have
support for a contradiction, J&not-J.

Barbara: Why bother with acceptance at all? If I know the probabilities I
asslgn to every relevant hypothesis, I know all T need to know for a decision:
I can maximize expected utilities. By "accepting” hypotheses, you're not only

suppressing uncertainty; you're increasing the chance of Inappropriate action.

Colette: In fact T think ic is the Bayesian who is suppressing uncertainty,
at least in the sense of incompleteness of evidence, But I see I have to
clarify what 1 mean by acceptance; to me, it is primarily a device for repre-
senting degree of uncertainty, not sweeping it under the rug. The uncertainty
in a hypothesis (even a probabiliztic ene) 1s, for me, the risk I would be
taking if I accepted it: 1.e., It Is the asount of potential evidence out
there that I haven't locked at yet., HNow it's up to me to decide how much of
this sert of risk I will take, in other words, how much of the relevant
evidence 1 wfll require before I accept a hypothesis. As we noted sarlier,
Bavesian probablilities do not help me in the least in dealing with this kind

of uncertainty. Moreover, I believe the Bayesian is wrong in supposing that

thiz kind of uncertainty {s irrelevant to action.
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Art: I expect there's a positive side of acceptance, too, Colette. I suspect
it will prove to be wvery difficult to communicate a complex Bayesian probabil-
istic analysis, in which every relevant hypothesis is assigned a probabilicy.

Colette: That's right, Art. By "communicate” I assume you mean more than
gimply providing the inputs for a decision analysis in which we maximize ex-
pected utilicy. Action may be rather far dowm the road, in science and even
in intelligence analysis. In the meantime, others must be able to understand
{in some intuitive semse of that word) what the possible accounts of the
situwation are, Discussion im térms of scceptance enables us to present alter-
native full, cogent models for consideration. Each model will be, as noted
above in the discussion of conjunction, a logically closed story: i.e., any-
thing logically implied by the model iz also part of the story. Such a model
or models, together with some measure of the completeness of their evidential

support, is--I submit--what the product of an intelligence amalysis ought to
be,

Fhvllis: Shawn said that Cohen's theory f£lts & special case of Shafer's
system, where evidence couldn't support conflicting hypotheses. Cohen is
elearly relyving on that feature in his concept of acceptance, where you don't

want to have support for a contradiction. But I don't see how the possibility
of conflicting conclusions has been ruled out,

Colette: In Cohen's system, if the evidence lends positive inductive support
to conflicting hypotheses J and not-J, it fellows that something is wrong with
the evidence, Support for a contradiction should lead us to reevaluate the

methoed by which we arrived at that support. Apparent contradictions prompt wus
to reconsider our understanding of the problem and to generate nevw hypotheses
to explain them away. New variables may need to be added, or the ordering of
the variables may need to be changed. Under the revised list of relewvant
variables, the evidence should become consistent. Cohen (1977} compares this

process to a "scientific revelution,” in which our basic presuppositions amd
methods shift in the face of recaleitrant data.

Shawp: Well, this looks like wishful thinking to me., Sometimes we simply

won't be able to resolwe the inconsistencies. Perhaps this should werry us,

but we should still be able to represent all the relevant evidence, even when
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it appears to point in different directions. 1'm afraid Cohen's theory puts
us in a straightjacket.

Colette: The problem i{s, how can we use the evidence at all Lf {t's
inconsistent? We certainly couldn't use it to draw conclusions.

Art: 1 guess the problem is that a lot of the real work of inductive
inference, i.e., establishing and revising the list of wariables, is left out-

side of the theory proper. Cohen's theory doesn't support the assessment
process & much as I had hoped.

Phxllig: In that respect, it's no different from the Bayesian theory with its
reliance on the "art® of problem structuring, or Shafer's notion of construct-
ing a new probability argument each time we receive new evidence., Perhaps we

have here an inescapable feature of theories that purpert te explain or guide

inferenca.
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4.0 THE BRIEFIRG

Az a result of his ecomversations with Fhyllls, S5y, Barbara, Zara, Shawn, and
Colette, Art comes well prepared to the briefing. He has mustered all the
relevant evidence he can find, but has been unable to discover any evidence
which is conclusive. Honetheless, with the assistance of his colleagues, he

iz prepared to answer questions about the strength and plausibility of his
conclusions.

Art's strategy in the briefing is to begin with a mere traditional, qualita-
tive appreoach and to introduce comcepts or analyses based on the various

theories of inferemce when they become appropriate in response to questions or

comments .

Mew participants in this dialogue include several unidentified members of the
audience, and Cus, the customer for whom the briefing iz intended.

4.1 ¥erbal Hedging Based Upon a Marshalling of Evidepce

Art begins his briefing by atatinmg the two hypotheses suggested by the
customer's requirements:

Hy: Halbridgia is now building a prototype ZAF system,
Hy: Malbridgia is pot building a prototype ZAF system.

Art acknowledges a prior expectation that Malbridgia is not yet ready to
develop a prototype ZAP system, and its basis in a recemt briefing Art heard

by a nationally-recognized American sciemtist.

Art then summarizes the specific evidence he and his colleagues had obtained.
His briefing chart looks like this:
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E; (Summarized) Ey (Susmarized)
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Eg e

Viewgraph 1.0

In summarizing the evidence, Art points out that Eq seems to favor Hy but all
the rest of the evidence seems te favor Hy to varying degrees. In this dis-
eussion Art tells how he considered the credibility of the sources and how, in
certain instances, such as E;, he was forced to assign relatively small weight
to the evidence because of doubts about the credibility of the source. In
sddition, Art discusses how each ifﬂn of evidence is inconclusive or, to some
degres, consistent with the truth of either hypothesis. Art concludes by
saying that, inm his opinion, the "preponderance of the evidence™ seems to
favor Hy over Hy. His concluding statement is, "I believe it more likely that
A is now building a Z system than that A 1= not." Following this statement,
Art asks If there are guestions; several hands are raised. The first person
recognized is the person who requested the briefing.

Lus: Your conclusion iz actually quite tepid and certainly not very specific,
even though you did inform ws about its evidemtiary basis. Inecidently, we
thank you for telling ws what your initial biss was. I am afraid I must ask
you to be a bit more specific about how strongly you believe that the evidence
favors Hy over H,. I asked for this briefing because I must recommend pos-
gible cholices for our own weapon planners, In order te do this, I must have
some gensge of HOW MUCH MORE LIFELY i= Hl than HE' All wou have told me is
that Hl "ig more likely"™ than HE; thiz is not enough, If Hl iz just slightly
more likely thamn HE' I might recommend one thing; but If Hl lg, say, ten times
mora likely, I might recommend another.

I have a feeling also that by quantifying your reasoning, vou will give us a
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better understanding of how you reached your conclusion. You have not really
told us why you think E; is outweighed by the other evidence.

4.2 & Polpt Probability Analysis

Art: I am prepared to respond directly to your question, In fact, T can be
very specific abeut how much more likely I believe Hy is than Hy. 1 was not
more specifie i{n my opening statement because some persons have an aversion to
the kind of specific mumerical assessment that I will now provide for you. My
next chart will show how I uzed a well-known probabilistie rule, called
"Bayesa' rule ., for revising sy opinion about the relative likeliness of Hl and
Hy, based on the evidence I was able to find. 1 belleve this rule is
appropriate to my task since It allows me te show you how my Initial opinion
about the likeliness of Hl relative to that of H, changed as a result a£_1n~
corporating each item of evidence I considered. T ask you toe consider my
sacond briefimg chart: Lime 1 of this wiewgraph shows the "odds=-likelihood
ratio” form of Bayes' rule. It instructs us to take the product of the prior
odds of H; to H; and the likelihood ratios for each item of evidence in erder
to determine the posterior odds of H; to Hj.

Prior odds expresses the extent of initial biases or expectations asbout the
relative likeliness of the hypotheses before the evidence is evaluated. The
likelihood ratios for each evidence {tem show which hypothesis each item
favors inferentlally and by how much. For any evidence item E;, if the
likeliheod ratie Lgy; 1is > 1.0, the item favors H;. If Lg; is < 1.0, the
item favors Hy. Thus, the posterior odds of Hy to Hy show the relative
likeliness of Hy and Hy, after the evidence has been incorporated. This is a
simplified version of Bayes' rule. Proper use of this expression requires
that consideration be made about whether or not the evidence items are
independent, conditional upon H; or upon H,.
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Viewgraph 2.0

In line 2 of this viewgraph are the specific values I used in my calculatioms.
Initially, I thought Hy was about 5 times more likely than Hy. This reflects
the prior bias I told you I had. I evaluated the evidence items as follows:

I thought E; more probable assuming H, than assuming Hy, in the ratio 1/2.

The other four items I thought all favored H; over H, in the ratios shown in
line 2. As you see, the result of my applying Bayes' rule leads me to say
that it is about 2.7 times more likely that A is building the prototype than
that & is not. 1 can go one step farther and determine the posterior prob-
ability of Hy and Hy in light of my evidence. Line 3 shows how you convert
posterior odds to posterior probability. If yeu ask me how probable Hy is,
Eiven my evidence, I will say that this probabilicy is 0.73. Under the rules
of probability in which Bayes' rule is appropriate, I must say that the pos-
terior probability of Hy, given the evidence, is 0.27. 1 believe I have given
you the specific answer you requested,

Hmmm. 1 see sewveral hands in the air. My attempt to be specific has not

pleased everyone!
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Member of Audience: I sust say that I don't have any idea where you got these
numbers you call odds, likelihood ratios, ete. I thought probability was sup-
posed to apply to well-defined sampling operatlions in which the probabilicy

of an event 1z estimated by the number of times the ewvent occcurred in the
sample compared with the size of the sample. What is the sampling operatiom
here? Have you collected data from a series of extremely similar cases? I
doubt 1t! Your evidence seems to involve rather unigque or one-of-a-kind
events, such as EE' In additieon, your hypothesis Hy is a unique event and

not subject to a sampling operation of any kind I can think of. Your whole
approach sounds very subjective to me and I must say that your use of mathe-

matics seems like an atteapt to make respectable a judgmental precess that you
could make come out any way yvou chose to,

Are: You are gquite right about one thing: the probabilities, odds, and
likelihood ratieos I used did not arise as a result of any emplrical sampling
operation, Indeed, they are simply measures of the intensity of my beliefs
about the various propositions at issue. In short, I readily admit that these
agsorted ingrediemts in line 2 of my viewgraph are subjective judgments. As
far as your allegation that I used mathematics here to make this respectable,
I have only this to say. I made admittedly subjective judgments about logi-
cally necessary components or parts of my inference task. Bayes' rule simply
shows me how to combine these judgments in a legically consistent manner. As
it turns out, if 1 tried to combine them or use them in a different way than
I, in fact, did, my inconsistency could easily be exploited by anyone who
knows how to construct a "Dutch book" against me. A "Dutch book®™ is & com-
bination of wagers, based upon my incoherently expressed beliafs, which in-
sures that I will lose regardless of whether H; or Hy is actually true. I
simply desire my beliefs and the process of revising these beliefs to be con-
sistent or coherent. I have honestly expressed the extent of my uncertainties

hera, and I wish to combine these uncertainties in a rationmal way.

Member of Audiepce: I'm certain that you are not simply trying to impress us
by putting a mathematical or scientifie cloak on your subjective judgments.

1 appreciate the fact that you have attempted to combine yvour uncertainties in
a consistent manner. T hawve another reagon for being less than impressed with
your analysis. Yeou did, in faect, answer the first question by giving a
precise Egtimatg. My difficulty is that your analysis sugpests vou have far
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more precision in your estimations than any half-way serious person would
believe you actually possess., For example, in your second viewgraph, on line
2, you tell us that E; 1s exactly 3 times more probable assuming H, than as-
suming HE' How can you justify such precision; could this walue not have been
3.0, 4.63, or 2,947 How do you know it is precisely 3.07 1 must say that
your analysis assumes an estimative preclsion which I, for one, do not believe

you, or anyone else, possesses,
4.3 A Second-Order Probability Anslysis

Art: The numbers I estimated and showed you im my last viewgraph are es-

timates of my prior umcertainty and of various other uncertainties associated

with the evidence I have. Your essemtisl gquestion seems to be: how uncertain

am I about my uncertainty? The general issue of estimative precision is one

that I did give some thought to. My next viewgraph is designed to give.you amn
estimate of what I will call my "second-ocrder® uncertainty.
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P(H, |Evidence): 0.92 0.73 47

Viewgraph 3.0

Here I show wou intervals which I am 95% certain will contain my "true” prior
odds and likelihood ratioes., The largest walues I call my "upper 95% certainty
bounds, ™ and the smallest values I call my "lower 953% certainty bounds.™ For
example, someone asked about E,; I would estimate a 95% chance that the
likelihood ratie for this datum iz no larger than 5.2/]1 favoring Hl’ and o
lower than 1.7/1 favering Hl' By the way, the middle column in this viewgraph
containg the "point" estimates I gave wou in my second viewgraph. The bottom
two rows show the result of applylng the probablility caleulus, together with
a few assumptions, te the 93% certainty Intervals, The next to last row glves
a 95% interval for the posterior odds of Hl to HE‘ My upper 95% certainty
bound corresponds to posterlor odds of Hy to Hy of 10.8/1; my lower 93% cer-
tainty bound corresponds toe posterior odds of Hl to HE of 1/1.5 (favoring HEJ'

Member of Audienca: I gather that this interval aggregates together all the

various uncertainties in your analysis?
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Arec: That's right., The imprecision in my assessment of prior odds and
likelihoods "propagates" inte the conclusion. This propagation can be com-
puted by means of a formula in probabllity theory that expresses the varlance
of a function of random variables in terms of the variances of the random
variables., The last vow, by the way, shows what the corresponding posterior
probabilities of Hy are for my upper 95% and lower 95% bounds. This gives you
gome idea of how imprecise I believe my estimate is. Stated another way, this
is a view of how uncertain I am about my uncertainty.

Megber of Audience: 1 am very curious about why your "point® estimates when
aggregated do not produce a posterior caleculation which falls at the midpoint
of the range of posterior edds; 2.7 is not halfway between 10.8 and 1/1.5.

Art: Take any one of my estimate intervals, say the one for E,; here my upper

estimate Iz 9.8 and gy lower estimate iz 1.6, the "point" estimate I gave vou

was &, I do not wish vou to assume that sy uncertainty iz spread uniformly

across this Interval. If it were, I would have reported the midpoint between
9.8 and 1.6, which is 3.7, For each estimate I actually determined a dis-
tribution which shows how my uncertainty 1ls spread across the interval be-
tween my lower and upper estimates., To simplify this task, 1 asgumed that
these distributions were normal om & logarithmie scale, Thus, for example, my
uncertainty sbout Ly follows a log-normal distribution, so that on a

" logarithmic scale, the graph of my uncertainty in Ly would look like this:

f.

£(x)

l;‘l -l.;‘ll 2;1
11

g o s

Member of Audiepce: So this is one of the "assumptions” you said you needed
in arriving at your reswlt?
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Art: That's right., It seems appropriate to use log-normal discributions when
my uncertainty pertains to ratios. For example, it Implies that I am equally
confident that the true value of Ly falls in the Interval between 4/1 and
2/1, as I am that it falls in the interval between 8/l and 4/1, In each case,
I am off by a factor of 2. So, in terms of ratles, or logarithms, these
second-order distributions are symmetrical. But on a linear scale, they are
asymmetrical or "skewed,"

HMember of Audience: HNow hold on. This doesn't seem right at all, You have
been trying to quantify your belief concerning Hy and Hy, based on the avall-
able evidence. The problem that led to these second-order probabilities was
that you were implying too much precisiom in your assessments. But now, you
gay that you are 95% certain that your belief lies in the stated range. This
gort of "second-order belief® seems to require even more precision than the
first-order assesgments. If 1 could say things like I'm 93% certain about
ranges of my own belief, I think I could be more precize about my bellief, But
I can't, What vou meant by giving ramges, I think, was that you couldn't im-
terpret the evidemce well encugh to do better tham say your belief was within
a particular imterval. You certainly couldn't say your uncertainty about your
uncertainty was log-normally distributed! You couldn't even say that about
vour uncertainty. I think you're assuming too much im this exercige sbout the

structure of your beliefs,

Member of Audience: I puess 1f Art were unsure sbout the log-normality of his

second-order probabilities, he eould just introduce third-erder probabilities!
That does seem like madness!

4.4 A FPuzzy Probability Analvsis

Art: Well, let me confess that I think there is some justice in those
remarks. In face, I anticipated them. Although I think it can be illuminat-
ing and even necessary in building a model to make assumptions like log-
normalicy, it can alse be useful to see how far vwou can get without them., We
den't need to stick with the idea that evervthing we don't know for certain
should be modeled with probability theory. Some ideas by Zadeh may help us
out here, Instead of assessing probabilities for ocur first-order
probabilities, we can "fuzzify™ them, by simply stating what wvalues are

ble, I happen to have a viewgraph where I do just that.
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What this means iz that Lg » for example, is "about 1/2.,® but 1= posaibly as
high as 4/5 and possibly as low as 1/4. The last two lines give the range of
pnnnihlﬂ values for the posterlior odds and posterior probablilities. The upper
egtimate for the posterior odds, 100/1, is just the result of applying Bayes'
rule to the upper estimates for the prior odds and likelihoods. This makes
gense, since If the largest possible walues for all the priors and likelihoods
happened to be true, the value of the posterior odds would be 100/1; so that
is the largest possible value of the posterior odds, The same 1z true, of
course, for the lowest possible vaiut of the posterlor odds; to compute it, we

Just pultiply the lowest possible wvalues of the priors and likelihoods,

Member of pAudience: Well, that's certainly a simpler computation than the
second-order probability analysis. But am I right in saying that you actually
think the probability of H;, given the evidence, is somewhere between 0.99 and
0.067 If so, I don't see what vou have told us. I could have made such a
Judgment without ever considering any evidence at all.

Art: Oh, we can do a lot more than that. For Zadeh, possibility comes in
degrees; so far, we have talked as though it were all or none. For each of
the priors and likelihoods, I have assessed a possibility discribution. For
example, the distribution for Lp shows that values near 4/1 are more pessible
than those farther away; walues less than 1.5/1 or greater than 10/l are not

pessible at all. These graphs look a little like the probability distributien
I showed wou:

1+
0.5¢
i
0 - 3
1.5/1 4&/1 10/1
by, .

Now we can give possibility intervals for L; just as we gave probablility
intervals. These intervals are called "level sets," since they contain all
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values whose possiblility exceeds some chosen level, For example, we already
know that amy wvalue whose possibility is greater than zero falls between 100/1
and 1/11.6. Suppose we want to know what interval includes all walues whose
possibilicy iz at least .5. To get the upper bound on this interval, we first
take the upper values of the priors and likelihoods that have exactly .5
possibilicy; for example, from the dotted limes in the chart we see that the
possibilicy that Ly is 6/1 is .5. We then multiply these upper values
together. Similarly, for the lower 50% possibility bound, we take the lower
values that have .5 possibility and multiply them,

Hember of Audience: I'm sure that this would produce pnarrower Intervals than
we pot in viewgraph 4.0. But I guess yvou have to make some assumptions, about

the shape of the possibility distributien, just as you did in the probabllity
analysis, to get them.

Art: That's right. Though some would argue that asseszements of possibility
are gagler; and certainly the computation iz simpler.

Mesber of Audience: I think there may be something more fundamentally wrong
- with bath second-order probabilities and furzy probabilitfes. Your final
aggessment actually shows more uncertainty than you began with, That iz, Iin
the fuzzy probability analysis the range of possible posterior odds is much
larger than the range of possible prior odds. The same is true in the
Bayvesian second-order analysis, where the 95% certainty interval for the pos-
terior odds is larger than for the prior odds. MNow, we try to find relevant
evidence in order to reduce our uncertainty, not to increase it. You have
shown us your analysis based on five pieces of evidence. If you are saying
that your evidence has value to us, it seems pretty clear that neither second-
otder probabilities nor peossibilities have correctly captured that walue.

Cus: I have a concern that may be related. 1 am going to assume that your
peint estimates, which are what I actually asked for, simply represent your
best pguesses. Your conclusion is that the probability that Malbridgia is
building a ZAP system, based on your evidence, is about 0.73. This seems to
be a fairly strong prebability based, as it is, on just five items of
evidence. But you have said nothing about any other evidence that may bear

upon this problem which you have not been able to cbtain or consider. How
does this enter inte your assessment?
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4.5 A Belief Functiopn Analysis

Art: These are important and valid points. They help us realize that what we
have been assessing with our various Intervals s something akin to
"measurement srror” or imprecision in my assessment of gach prier or
likelihood. Imprecision is larger in the conclusion than in the premises
simply because each premise adds in some new imprecision of its own to the
conclusfion. But we have not yet focused on the completeness or weight of our
evidence, taken as a whole. In thsat case, presumably, the mere bits of
evidence, the pore certain we are.

You will not be surprised to hear that I have anticipated this problem as
well. Here I think some ideas of Glenn Shafer can help us. The next
viewgraph shows how a Shaferian analysis might look. For each item of
evidence I have assessed what Shafer calls a "simple suppert functiom" - fi.e.,
a functien that assigns suppert to only a single elementary hypothesis, Hy or
Hy, but met te each. This captures our feeling that each bit of evidence adds
eredence to one or the other of our hypotheses, but not to both
slmultaneously, Of course, these simple support functions also assign some

support to [Hq,H,), reflecting any doubts we might have about the validity of
the evidence.
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Viewgraph 5.0

The last few lines show the aggregate support function and belief function ob-
tained when we combine these bits of evidence by Dempster's rule,
way to do this is in two steps.

The easiest
First, I combined separately the concurring

evidence (Eg,E,) in support of Hy, and the concurring evidence [E5,Eq.E4,Eg)
in support of H;. This gave me two conflicting support functions--with sup-
port of 955 for H; based on [E2=Eﬂ'gh'55h and support of .85 for Hy bazed on
(Ej,Eq). BSo the second step was to combine these twe functions, normalizing
to eliminate the impossible situation in which both functions were walid.

The important thing to notice is that as we add evidence, the range of permis-
sable belief narrows. The uncommitted suppert at the end of the anslysis is

.04, which is far less than the uncommitted support based on any of the

individual items of evidence. Thus, the range of belief in Hy consistent
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with all this evidence is between .76 amd .80, and the range for belief Iin Hy
is betweean .2 and .24. These bounds are much narrower than the ones we got
from second-order Bayeslan probabilities or fuzzy probabilities. The
conclusion, I think, is that these different models have touched on different
concepts., Here we have a measure of the completeness or weight of our total

collection of evidence, rather than of the "measurement error” In our aAssess-
ment of a probabilicy.

Member of Audience: Perhaps then each of these analytical approaches has some
role te play in increasing our understanding.

Art: Perhaps so.

KIE, [
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