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The Self-Reconciling Evidential Database (SED) is a tool for 
intelligence analysu that combines a numerical uncertainty 
calculus with a process of higher-order reasoning about 
knowledge and assumptions. SED includes (1) a natural rep- 
resentation of evidential arguments in terms of a normal or 
first-blush reaction to the evidence plus a set of exception 
conditions, (2) a modeling technique that drastically reduces 
the number of assessments required to build complex argu- 
ments, and (3) a process of resolving conflict among compet- 
ing arguments by examining and revising assumptions that led 
to the conflict rather than by statistically aggregating. 

I .  INTRODUCTION 

The Problem 

It is far easier to diagnose the reasons for an intelligence 
failure after the fact than it is to prevent one beforehand. 
Success or failure seems to hinge on analysis--noticing sig- 
nificant data in a background of noise. assessing their 
reliability. or finding a pattern that fills in gaps and resolves 
inconsistencies--as often as it does on the collection of data 
per se (cf.. Laqueur. 1985; Burrows. 1986). Yet there are no 
easy prescriptions for these tasks: 

An analyst should avoid "biases" but must also draw effec- 
tively upon knowledge of the topic and area. That 
knowledge (if it is useful) will certainly predispose the 
analyst toward some hypotheses and away from others. 

Almost any data may mean something other than what they 
seem, due to deception. Sensitivity to the possibility of 
deception, however, can lead to disregard of genuine 
evidence. 

Involvement with policy makers may, on occasions, lead to 
interpretative errors--e,g., a "Cassandran qpitude (worst- 
case) or the opposite,. 'Pollyanna." ~et?solation from 
policy makers may lead to irrelevan~e'&bd/~r gaps in 
coverage. 

The answer, it is easy to say. lies. in balance: between atten_ 
tion to theory and respect for ekidence; between extensive 
substantive knowledge and being rdady, if necessary to ques- 
tion the assumptions embedded in i< and finally, between 
divergent and cpnvergent modes of thotf&fqi-generating and 
taking seriously alternative pos~ibiliti&~$,ven comparing and 
contrasting alternative models and types o f  analysis, and yet 
in the end offering a reasbnable b n d  reasonably definitive) 
conclusion. 

The problem. of course. is how to achieve such balance in 
practical terms. Few would claim that currently available 
tools supply all the help that is needed. Specialized tech- 
niques (e.g., critical-indicators analysis, throw-weight 
analysis. 'crate-ology') do not address the general problem of 
combining evidence and analyses of diverse types. General- 
purpose tools (e.g., database systems, spreadsheets. hypercard). 
though useful. have little to offer that bears explicitly on the 
distinctive problems of inference. The most promising source 
of help may lie in technologies for handling uncertainty that 

, have been introduced by statisticians and by expert system 
builders. Yet these suffer from a variety of drawbacks: 

The meaning of numerical assessments is often unclear, 
and numerical representations of inferential arguments of- 
ten seem unnatural. 

An enormous number of assessments is required even in 
simple problems. 

Standard inference methods respond inadequately both to 
the challenge of stimulating alternative points of view 
("Pivergence") and to ihe requirement of resolving them in 
a '%eaningful fashion ("convergence'). Computerized sys- 
tems are not 'intelligent" enough to sustain the kind of 

, balance that the analyst must achieve. 

Until all three of these problems are addressed, computerized 
aids for intelligence analysis are likely to be too confusing, 
too incomplete. and too inflexible. 

New A~oroach  Basic C o n c e ~ g  

The present report describes a system that addresses these 
problems directly. SED (Self-Reconciling Evidential 
Database) brings together aspects of two approaches: (1) sym- 
bolic techniques for structuring arguments and for-the adop- 
tion, utilization, and revision of assumptions; and (2) mathe- 
matical techniques for combining and propagating the impact 
of evidence. The result. we hope. is not just a hybrid, but a 
deeper synthesis: a system that is both compatible with the 
way analysts would naturally approach a problem and at the 
same time likely to yield improvements. In brief, SED has 
the following features: 

.a natural approach to argument construction that includes 
both an initial "automatic' response to evidence and a 
capability for drawing on more detailed and flexible 
models where !appropriate; 

a method for creating complex numerical, arguments that 
avoids the qs~al combinatorial explosio&nd requires only tL -- 
a small number of simple,~essments; and ??.: 
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r capability not only to we arguments in masoning, but to 
reason rrborY the arguments and to revise them in light of 
their performance. While it has been customary to regard 
numerical calculi and assumption-based reasoning as com- 
peting methods for handling uncertainty. SED associates 
numerical arguments with the assumptions upon which 
they depend; conflict among different pieces of evidence is 
resolved not by blind statistical integration but by ex- 
amination of the assumptions that led to the conflict. 

We will briefly describe each of these features in turn. The 
current SED prototype operates on an IBM PC/AT desktop 
computer. It utilizes the most recent version of an inference 
system called the Non-Monotonic Probabilist (Cohen 1986; 
Cohen. Laskey. and Ulvila. 1987). which combines aspects of 
both numerical and non-numerical approaches to uncertainty. 
NMP is implemented in Golden Common LISP by means of 
the Belief Maintenance System described by Laskey and Leh- 
ner (in press). A more detailed description of SED may be 
found in Cohen, Laskey, Vane, Mclntyre, and Sak (1989). A 
discussion of different concepts of uncertainty and a theoreti- 
cal rationale for SED may be found in Cohen, Laskey. and 
Ulvila. 1987. 

2. BUILDING ARGUMENTS 

At the highest level. SED organizes information by issues. i.e., 
topics, questions about those topics, and potential answers 
e.g.9 

~ T o P r C  01 TESTION ANSWERS 
#l  Krasnoyarsk What is its Local defense 

radar function? Early warning 
Space tracking 
Other non-ABM 

#2 Krasnoyarsk Will the Soviets Yes 
radar agree to No 

dismantle it? 

#3 Soviet How many have 0 
supersonic been delivered 1-10 
aircraft to Latin 51-100 

America? 100> 

: #4 Columbian What will be 4 1 M  
heroin its foreign S2M-SlOM 

exchange value SI 1M-5 20M 
(in current US S20M-S100M 
S) in 5 years S100M> 

At the lowest level, SED organizes information by reports, 
i-e., evidence from satellites, informants, open sources, etc. 
Arguments, which link reports to issues, and issues to other 
issues, are the heart of SED. Each argument supports a par- 
ticular position on an issue: e.g., 

TOPIC QUESTION 

Hen, the evidence demonstrate, that the radar's function is 
nof locrl defense, i.e.. it is either w l y  wuning. apace track- 
ing, or some other non-ABM purpose; but the available 
evidence is unable to discriminate further among these pos- 
sibilities. 

In SED, the analyst is encouraged to state the reasons why a 
given conclusion might (or might not) follow from a par- 
ticular piece of evidence--not simply a number measuring the 
degree to which the conclusion is associated with that 
evidence. Belief regarding an issue is always determined by 
one or more arguments. 

A key feature of SED's approach is the phasing of argument 
construction to fit the natural stages of an analyst's reasoning: 
i.e.. a "first-blush" or 'normal' reaction to the evidence (which 
we call a 'core position') is followed by specification of a set 
of possible disrupting factors. For example. photographic 
evidence that there are no significant military bases or other 
assets near the Krasnoyarsk radar would normally suggest that 
its function is not to support a local ABM defense, since there 
are no assets to protect. But this inference fails if (i) assets 
are planned, but not yet built. (ii) assets consist of natural 
resources or some other non-man-made feature. (iii) assets are 
camouflaged or buried. (iv) the function of existing structures 
has been concealed. (v) the photo analysis was badly done. 
etc. Typically. these exception conditions are assumed false 
in the absence of direct evidence one way or the other, until 
and unless the 'normal' interpretation of the evidence runs 
into trouble (i.e., conflicts with the position supported by 
some other line of reasoning). SED thus focuses attention on 
an evolving understanding of the qualitative meaning and 
reliability of evidence. as opposed to cut-and-dried numerical 
assessments of evidence strength. 

The construction of an argument in SED falls into natural 
phases: 

Step (1) is an initial face-value or 'normal" interpretation 
of .the evidence. It consists merely of specifying the 
evidence and a core position on the focal issue that seems 
to follow from it. For example, the first-blush meaning of 
the satellite photograph showing no assets near Kras- 
noyarsk is that the function of the radar is not 
local defense: 

CORE Argument 1 of 2- 

Krasnoyank What is its 
radar function? 

Local defense 
Early warning 
Space tracking 
Other non-ABM 

Core Support 1 .O 

What is its Krasnoyarsk radar 
function? 1 of 1 0 -  

ANSWERS 
Satellite Are there assets .Local defense Photo near Krasnoyank? Early warning 

Space tracking 
Yes Other Non-ABM I 
No 

Support = 1 .O CORE 



The ARGUMENTS screen, as illustrated here, is divided into 
three pans: 

I. The focal topic, question, and answers; 

11. Numerical measures for subsets of answers to the focal 
issue; and 

111. Topic, question and answers for a premise. 

Step (2). involves fleshing out the core argument with a set 
of background premises. Background premises are neces- 
sary for the normal linkage between the evidence and the 
core position. even though they may have little or no 
relevance to the focal issue taken by themselves. For ex- 
ample, if there were a Soviet plan to build asseu near 
Krasnoyarsk (e.g., a large military base), then the failure to 
observe current assets would lose its significance. Thus. 
we have as a premise in the core argument. the proposition 
that no new assets are planned: 

POSITION ORE Argument 1 of 2- 

Krasnoyarsk What is its 
radar function? 

Local defense 
Early warning 
Space tracking 
Other non-ABM 

Core Support 1.0 

Yes 
No 

Krasnoyank Are assets 
radar planned but 

not built? 

CORE 

Divergent Reusoning. In intelligence analysis, as in any in- 
ferential activity, there is sometimes a tendency to overlook 
potential weaknesses or sources of uncertainty in a favored 
hypothesis. In fact, experimental data, with experienced in- 
telligence officers performing realistic intelligence tasks, sug- 
gest that apparently disconfirming evidence may be di- 
regarded or even construed as supporting an initial hypothesis 
(Tolcott, et al., 1987). SED counteracts this tendency by 
focusing attention on the ways in which an argument could go 
wrong. 

There are a variety of questions the analyst can ask himself to 
stimulate generation of exception conditions. The simplest is: 
'Under what conditions would this argument be valid?" or 
"What else must be the case for this position to actually follow 
from this evidence?" A more powerful method is a technique 
that we call Conflict Resolution (Cohen, 1989; Phillips in 
IPL/AMRD, 1982). The analyst is asked to suppose 
hypothetically, that the core position is not true and explains 
how that could be. An effective trick is to imagine that an 
infallible crystal ball says the core position is false even 

though the evidence is true, Typically. the uulyrt will then 
be able to generate m explanrtioa' e.8.. the con position 
could be fakc even if the evidence is true, if QI is the case. 
The crystal ball now tells him that the core position is false 

- and the evidence is true, but QI is also false! As a result, the 
analyst devises a new explanation. Q2. Again. the crystal ball 
tells him QZ is false; and so on. The analyst is thus prompted 
to act as his own Devil's Advocate. exposing hidden assump- 
tions and exploring alternative points of view. The result is 
typically a long (and sometimes surprising) series of qualifica- 
tions on the original argument: e.g.. report R means position 
P unless qualification-1. qualification-2, etc. 

Experiments with this technique in interviews with Army in- 
telligence officers show that it produces a rich harvest of un- 
expected information. It was not unusual. for example. to ob- 
tain numerous additional argument premises by means of the 
'crystal ball" after more direct questioning of an analyst had 
run completely dry. In one instance, after assessing the prob- 
ability of a conclusion as 1.0, an analyst was able (by means 
of ,the crystal ball) to generate 8 different exception condi- 
tions with an average assessed probability of .31. 

In generating exception conditions. analysts must rely less and 
less on automatic responses, or easily accessible knowledge. 
and begin to open up 'compartments' of knowledge that are 
not part of their ordinary reaction to the situation. They 
must become increasingly detailed in their examination of the 
causal or analytical processes that link evidence and conclu- 
sion, if they are to continue adding to the list of exception 
conditions in which those processes break down. A further 
stimulus in this process, therefore, is for the analyst to make 
explicit (perhaps in graphic form) the causal or analytical 
models underlying an argument. The crystal ball technique 
can be applied in turn to each strue of the causal or analytical 
process. Moreover, charts of this sort can evolve into generic 
models that underlie a variety of related inferences. 

Step (3) simply adds an 'account of what happens to the 
position supported by the argument when a background 
premise is false: 

Krasnoyank 
radar 

Local defense 
Early warning 
Space tracking * 
Other non-ABM * 

What is its 
function? 

Core Support 1.0 

Krasnoyarsk 
radar 

Are assets 
planned but 
not built? 

Yes 
No * 

CORE-EXCEPTIONS 



The star next to 'Yes' corresponds to the exception condition. 
new u s e o  are planned. Above it in the same column. circles 
represent the impact of that exception on the position sup- 
ported by the argument. In this case, circles are next to all 
four possible answers. If new assets were planned, the func- 
tion of local defense could no longer be excluded. and the 
evidence could no longer discriminate among any of the 
hypotheses. 

3. ECONOMY OF-MENX 

In a SED argument, the core position is true if all the 
premises are true. But what position on the focal issue is 
supported if one or more of the premises are false? On the 
face of it. this would seem to place an inordinate assessment 
burden on the analyst. For an argument with n premises, 
there are on the order of 2" combinations of truth and falsity 
of the premises (if they are binary) for each of which a posi- 
tion on the focal issue would have to be specified. In a 
Bayesian model that conditions one variable on multiple other 
variables, a probability must be assessed for every value of 
the first variable conditional on every possible combinmion of 
values of the other variables (e-g.. Pearl. 1986). Problems can 
sometimes be structured so as to insulate some variables from 
the influence of some others, but substantial gains in economy 
are by no means guaranteed (cf.. remarks by Schum. 1980). 
One way to reduce the assessment burden, of course, is to 
reduce the number of variables that are included. The ex- 
ponential growth in required assessments is perhaps a major 
reason why most approaches to inference do not actively en- 
courage, as SED does, the process of making background 
variables or exception conditions explicit. As a result. 
however, the reasons for uncertainty are less well understood, 
and issues that may become crucial at a later point (e.g., to 
resolve conflict) are simply averaged out of the analysis. 

A key feature of SED is the compuctness of its representation. 
and the resulting ease of assessment. SED makes adding 
background variables virtually painless, even in the absence of 
elaborate structures. It does so by exploiting the idea that an 
exception condition has only one impact on a given 
argument--reducing its precision--and that such impact can 
often be regarded as independent of the impact of other ex- 
ception conditions. Thus, for each background premise. the 
only requirement is to specify which answers to the focal 
issue could no longer be discriminated from one another if 
the premise were false. This is done simply and qualitatively 
by placing 0's next to the appropriate subset of answen. 
SED takes these assessments, together with the core position, 
and automatically calculates the position supported by each 
combination of truth and falsity of the premises. To do so, it 
simply takes the union of the core position with the subsets of 
answers associated with the false premises. 

For example, suppose the analyst has an argument to the ef- 
fect that the function of Krasnoyarsk radar is space tracking 
based on satellite photographs of the radar equipment. 
Among the premises of that argument might be assumptions 
about the state of Soviet technology and the technical choices 
that Soviet engineers would make to solve various problems. 
In particular, suppose one background premise is to the effect 
that this type of radar would not be used by the Soviets for 
purposes of early warning of missile attack. If this premise 
were wrong, the argument would no longer be able to dis- 
criminate space tracking from early warning. Another 
premise might be that the observed equipment is real radar 
and not a mock-up placed there for purposes of deception. If 

this premise were false, the argument could no longer dis- 
criminate space tracking from other non-ABM. To the extent 
that both premises might be false, the argument fails to dis- 
criminate among all three posiibilitia: early warning, space 
tracking. and other non-ABM. 

When there are n premises in an argument. SED requires only 
n + 1 assessments: the core position plus an exception condi- 
tion for each premise. If all combinations of answers to 
premise topic/questions had specific significance, the analyst 
could use SED to create 2" arguments. But that is the worst 
case in SED. whereas it is the only case in traditional con- 
ditioning models. such as influence diagrams (Shachter. 1986). 
Bayesian causal nets (Pearl, 1986). and Bayesian hierarchial 
inference (Schum, 1980). The key difference is in the basic 
units of analysis. A topic/question is a variable that can take 
various subsets of answen as values. The basic atom of 
analysis in SED is the relationship between specific values of 
variables: i.e., a concrete scenario or sequence of events. By 
contrast. the atom of analysis in traditional conditioning 
models is the relationship among variables. 

A rather simple generalization of the present approach 
preserves the linear relationship of assessments to premises 
when the impact of a premise is more complex and/or 
depends on the impacts of other premises. We can: (1) allow 
an exception condition to operate on the results of applying 
previous exception conditions in a temporal sequence; and (2) 
specify the impact of an exception condition more generally: 
instead of a subset of answers within which discrimination 
can no longer take place. we can use a rule that substitutes 
one answer or subset of answers for another. 

These extensions provide a very economical tool for represent- 
ing certain quite general evidential arguments. For example, 
a standard sequence of events involved in learning about an 
event or situation from a human source is the following (cf.. 
Schum. 1989): 

Event E, -. Perception -* Belief by -. Overt report 
occurs by observer observer by observer 

of event El that El that El 
occurred occurred 

As noted by Schum (1989). each state (perception, belief, tes- 
timony) is subject to exception conditions that include both 
confusion and bias. The core position, based on the report of 
El. is that E l  occurred. But the observer may have 
misspoken or be lying; he may honestly believe that he saw 
something different from what he actually saw. because of 
what he wishes had happened or because he doesn't remember 
accurately; he may have misperceived the event due to per- 
ceptual biases, poor observational conditions. or limited per- 
ceptual capacities. 

The interaction of exception conditions in examples of this 
sort can be effectively represented simply by ordering them 
in a temporal sequence. The position supported by any com- 
bination of exception conditions can be found by working 
backward along the causal sequence from the evidence (e.g., 
the report) to the ground truth situation. The process starts 
with what has been reported (= the core position) and asks at 
each step how it could have been generated from the previous 
step in the causal sequence under the given set of exception 
conditions: e.g., What beliefs could have led to the report? 
What perceptions could have led to those beliefs? and, What 
true situations could have led to fhose perceptions? More 
generally, the process starts with Result = the core position 
and transforms Result at each step according to the ap- 



proprhte exception condition rule at that step. When multiple Assessments with regard to premises enable SED to generate 
exception conditions are temporally unordered (at the same the degree of support implied by argumenu for the issue of 
step), Result becomes the union of their impacts and the pre- main concern. For example, if there were no other premises 
vious Result. Result at the end of the sequence is the sup- in the argument based on failure to observe nearby assets, the 
ported position for that combination of conditions. analyst would get the following revised position: 

It can be speculated that any valid example of knowledge in- 
volves a causal connection of some sort between one's i-EREVISE-Argument I of 1- 
evidence and the conclusions one wishes to draw (cf.. Shope. 
1983; Nozick. 1981). SED (in this extended version) exploits 
such causal connections in a very pragmatic way--to provide Krasnoyarsk What is its 
an economical representation of rather complex evidential ar- radar function 
guments. n premises can still be accommodated by n + I as- 
sessments, if we add a specification of their causal order. Local defense 

Early warning 

Assessments (other than 0 and 1.0) are not required in SED to 
build an argument (or indeed an entire structure of intercon- 
nected arguments). It may, however. be useful to describe 
gradations of support that issues obtain via the arguments that 
bear on them. The philosophy of SED is to keep direct 
numerical assessments simple and to build relatively more 
complex numerical models on their basis. 

Simple numerical judgment is required only for those issues 
that are at the "edge" of the inference network, i.e., issues 
which serve as premises in arguments, but not as focal issues 
for other premises. The analyst need only provide a number 
between 0 and 1.0 to indicate where he believes the truth lies: 
e.g., 

POSITION ORE Argument 1 of 2- 

space tracking 
Other non-ABM 

(I)  Slpplied autmtically by SED 

The core position of the argument (that the function of the 
radar is anything but local defense) is supported to the degree 
that the premise (no assets planned) is supported. To the ex- 
tent that the premise is false or unknown, the argument can 
no longer discriminate local defense from the other pos- 
sibilities. 

In more complicated cases, where multiple premises are as- 
signed varying degrees of support. SED computes (1) the 
position on the focal issue supported by each combination of 
truth and falsity of the premises. and (2) the aggregate degree 
of support for that position. The result may be a more com- 
plex belief function. 

Krasnoyank Are assets planned There is an affinity between SED's logical structures and 
radar but not built Shafer-Dempster belief functions. since a belief function 

quantifies the chance that given evidence proves or fails to 
Yes prove a hypothesis. Belief functions are, therefore, based on 
No underlying (typically implicit) sets of judgments regarding the 

reliability of the link between evidence and hypothesis 
Core Support .3(') 7.(') (Shafer. 1981b); SED requires that these judgments be made 

explicit as premises. In the process. SED breaks the assess- 
(1) Assessed by m~Lyst ment process down into sample components and clarifies the 
(2) sipplied autmtically by SED meaning of a belief function representation. 

The analyst in this example has assessed a 30% chance that his 
current knowledge proves there is no planned construction of 
assets in the vicinity of Krasnoyank. If the analyst provides 
no further inputs, SED will automatically allocate the remain- 
ing 70% support to the set of all answers, (Yes, No); i.e., 
there is a 70% chance that the analyst's knowledge is incon- 
clusive on this issue. 

This assessment is a very simple "belief function' (Shafer, 
1976). A belief function is a measure of evidential support 
that assigns belief to subsefs of answers rather than (as in 
Bayesian probability theory) to the answers themselves. As in 
probability theory, however, the sum of support for all the 
subsets must equal 1. As we have already seen, belief func- 
tions are useful for representing ignorance: assigning support 
to subsets with more than one answer means that the evidence 
fails to discriminate among those answers. Support assigned 
to the subset containing all possible answers (e.g., in this case, 
(Yes. No)) signifies the chance that the evidence is completely 
inconclusive. By contrast, a standard probability approach re- 
quires that all the probability somehow be allocated among 
the specific answers. 

4. HIGHER-ORDER REASONING ABOUT 
CONFLICT AND ASSUMPTIONS 

When two pieces of evidence or lines of reasoning appear to 
have conflicting implications, standard normative models 
statistically aggregate the numerical measures of their strength 
(e.g.. by Bayes' Rule. Dempster's Rule, fuzzy logic, etc.). For 
example, suppose an analyst has (I) the photographic evidence 
alluded to above (that no significant assets have been seen 
near Krasnoyarsk); and suppose he assigned a high degree of 
numerical strength based on this evidence to the position that 
Krasnoyarsk is not intended for local ABM defense. Now 
suppose (2) a covert human source, highly placed in the 
Soviet military hierarchy, reports that Krasnoyarsk is being 
built for purposes of local defense. Given his previous ex- 
perience with this source, the analyst assigns the same high 
level of strength based on the new evidence to the conclusion 
that Krasnoyarsk is intended for local defense. In numerical 
systems, these two pieces of evidence will simply cancel one 
another out, leaving equal amounts of belief in both pos- 
sibilities. An analyst, by contrast, is more likely to wonder 
why two highly regarded sources are telling different stories. 



He will look fo r  an explanation of the conflict md. if he can, 
try to reduce it. SED supports that process. SED uses con- 
flict as a symptom that something is wrong with one or more 
ruumptions that led to the conflict (e.g.. one or more sensors. 
models, human sources, etc. are not as reliable as supposed). 
and implements a process of higher-order reasoning that at- 

. tempts to reduce conflict by reasoning about the assumptions 
or  by collecting further data. Conflict, in short, is an oppor- 
tunity to learn (e.g.. are there possible undiscovered assets 
near Krasnoyarsk? Is there evidence of camouflage? How 
trustworthy is the informant? How credible are his sources? 
etc.)--not to blindly aggregate. The result may be valuable 
information for future use. and often, a more definitive pic- 
ture of the problem at hand. 

Knowledge requires assumptions. An analyst will be justified 
in believing nothing at all unless he is prepared to act us i /  
other things were true. Even in cases of reasonable certainty. 
e.g.. when two reliable and independent sources confirm a 
conclusion. there is the possibility of error (satellite 
photographic evidence can be fooled; a human informant may 
be misled). When sources do not agree, the dependence on 
assumptions merely becomes more salient. No analyst has the 
time or resources to rule out ahead of time all possible excep- 
tions to a conclusion (and exceptions to those exceptions. 
etc.). In short. although he may have knowledge or evidence 
regarding some of the premises of an argument, such 
knowledge will never be complete or completely certain. 

SED permits such assumptions to be adopted and utilized. 
However. SED makes a distinction (though only a matter of 
degree) between assumptions and firm belief. An assumption 
in SED is a belief that is: 

(I)  constrained by (though it goes beyond) what is more 
firmly known, and 

(2) subject to retraction when and if it conflicts with new 
evidence or with lines of reasoning supported by other 

. assumptions. 

Could a rational decision maker get along without assumptions 
in this sense? To do so, he would have to deny (1) that any 
of his numerical judgments of belief are more firmly based 
than others, and (2) that he would ever retract such judg- 
ments in case of unexpected conflict with other lines of 
reasoning. In an ideal universe, where judgments reflect the 
totality of relevant knowledge, such claims may be plausible. 
In the real world. they are not. 

The two definitions of assumption (going beyond firm belief, 
- . and subject to retraction in case of conflict) correspond to 

two complementary ways analysts may choose to assess their 
assumptions by using SED: 

(1) "Bottom-up," by starting with a firm assignment of belief 
based on knowledge. This form of assignment may be 
too imprecise to support an argument which the analyst 
wishes to make. Thus, the analyst may use assumptions 
to reallocate belief that was committed to a set of pos- 
sibilities to a proper subset of those possibilities. 

(2) Top-down," by starting with overall belief and specify- 
ing how much of it is firm and how much he would be 
willing to retract in case of conflict with other argu- 
ments. The analyst specifies how much of the belief in a 
set of possibilities he would transfer to a less precise su- 

pener of possibilities in E ~ K  of conflict. 

As an example of (I). the analyst may feel that the argument 
based on the failure to observe. assets near Krasnoyank should 
carry more weight. In traditional systems. there is no way to 
reconcile the two judgments: (i) uncertainty about whether 
future assets are planned near Krasnoyarsk and (ii) reasonable 
confidence in the argument that the absence of present assets 
rules out local defense. The analyst would be compelled 
either to exaggerate his knowledge about the former or to 
relinquish his confidence (and his ability to act) on the latter. 

SED solves this problem by making a distinction between 
what is firmly known about a proposition and the impact it 
has on a current argument. Its impact can be increased 
provisionally over what is strictly warranted by firm belief. 
The 70% support that remained uncommitted with respect to 
the premise defines an area within which the analyst is free 
to make assumptions. He may allocate all or part of it. by as- 
sumption, either to Yes or to No, by specifying a number be- 
tween 0 and 1.0 for "% Assumed': e.&. 

+ z G + 4 m E  Argument 1 of 2- 

Krasnoyarsk Are planned but 
radar not built? 

Yes 
No 

Core Support .3(" . 7(2) 

% Assumed 1.0"' 

Final Support 1.0'~) 

(1) ~cscosed by anaiyrr 
(2) Supplied aut(~tice1ly by SED 

In this example the analyst assumed no assets were planned. 
Final support of 1.0 is equal to the core support of .3 plus 
100% of .7, SED will now generate a more decisive position 
for the argument 

Krasnoyank What is its 
radar function? 

Local defense 
Early warning 
Space tracking 
Other non-ABM 

Support 1.0 

The demarcation between knowledge and assumption is not 
absolute and fixed. Firmness of knowledge is a matter of 
degree: assumptions need not be entirely without evidential 
warranq conversely, any belief might be retracted under some 
circumstances and thus have to be regarded as an assumption. 
The location of the boundary between "firm belief" and 
'assumption" is thus a matter of judgment for the problem at 
hand. Nevertheless, the distinction is a real one: there are 



beliefs the analyst is likely to hold onto come what may. and 
other beliefs that he is more likely to relinquish in the face of 
unanticipated conflict. The ability to draw such a boundary, 
even if it is itself a provisional one. is a powerful tool for 
capturing crucial aspects of reasoning about evidence. 

Two very different approaches to conflicting evidence have 
been adopted by students of inference. In logic-based sys- 
tems. if it is possible to derive a contradiction from a set of 
statements, then one or more of the statements must be false. 
Suppose. for example, we start from the following beliefs: 

Argument *I. If Source A reports anything. it is true. 
Source A reports R. 
R implies S. 

Argument #2. If Source B reports anything, it is true. 
Source B reports Q. 
Q implies 4. 

From these two arguments. we could infer an impossibility. 
the truth of both S and 4. To remove the inconsistency, at 
least one of the beliefs responsible for it must be revised. We 
know we are wrong about at least one of the following: the 
credibility of Source A or B. what they reported, or the im- 
plications of what they reported for S, 4. 

A quite different approach has been adopted in systems that 
quantify and combine degrees of belief. Iike probability 
theory. fuzzy logic, or Shafer-Dempster theory. Suppose we 
believed' 

Argument #1. Support (If Source A reports anything, it is 
true) = .99 
Support (Source A reports R) = .99 
Support (R implies S) = .99 

Argument #2. Support (If Source B reports anything, it is 
true) = .99 
Support (Source B reports Q) = .99 
Support (Q implies 4) = .99 

Although it may follow that we have very strong evidence for 
S and very strong evidence for -S, there is no logical con- 
tradiction. Even strong evidence may be imperfectly corre- 
lated with hypotheses. Legitimate evidential arguments may, 
therefore, point in different directions as long as each argu- 
ment falls short of conclusive proof. Thus. it is conceivable 
that all our original beliefs were correct both Source A and 
Source B are highly credible; A reported R; B reported Q; the 
former is strong evidence for S; and the latter is strong 
evidence for 4. The more pertinent question is whether it is 
still plausible, in light of this conflict, to regard all these 
beliefs as true. 

The first approach to conflicting evidence is epistemic con- 
flict is regarded as a symptom of faulty beliefs and is used as 
an opportunity to correct them--by explicitly identifying 
potentially erroneous steps in the conflicting arguments. The 
second approach may be loosely referred to as stochasric 
conflict among imperfect arguments is expected to occur by 
chance some portion of the time, and it is dealt with not by 
changing the arguments, but by statistically aggregating them 
when they both apply. 

moreover. belief revision in epistemic systems is often ar- 
bitrary since there is no principled wry to select one culprit 
from among the many beliefs responsible for a contradiction 
(cf. McDermott and Doyle. 1980). On the other hand. the 
stochastic approach is likely to 'resolve" conflict in ways that 
are unconvincing and that fail to extract permanent lessons 
that might improve future inferences. Resolutions of conflict 
by stochastic methods are typically either too bland or too 
definitive. In the example above, since arguments r l  and #2 
are equally strong in support of S and 4 respectively, the 
conclusion is equal support for S and 4. If both arguments 
had been 100% certain, there would have been no determinate 
answer at all. The stochastic approach is even more likely to 
produce overly definitive results. as in the following 
hypothetical cases: 

Argument #I strongly supports hypothesis S, but allows a 
very small chance that Sz is correcG argument *2 strongly 
supports hypothesis Sg but allows a very small chance that 
Sz is correct. Statistical aggregation (Bayes' Rule. 
Dempster's Rule, etc.) results in 100% belief in S which 
both sources regarded as highly unlikely (cf., ~ a d e f ,  1984). 

Argument #I strongly supports S and argument #2 strongly 
supports 4, but the degrees of support are not quite sym- 
metrical, e.g., 99 to 2 in favor of S for argument #1, 99 to 
4 in favor of 4 for argument #2. The result a 2 to I 
preponderance of belief in favor of S. 

According to argument #I. 4 is impossible; according to 
argument #2. 4 is favored 10" to 1. The result 100% 
belief in S. 

For most people, these conclusions will seem a bit premature. 
Not surprisingly, therefore, the initial response to conflicting 
arguments is epistemic, rather than stochastic. Even when 
conflicting arguments have been expressed numerically, 
people look for reasons for the conflict Did I overestimate 
the accuracy or honesty of one or both sources? (e.g., Should 
I reduce my belief in Source A's credibility from .99 to some- 
thing lower)? Was I wrong in my understanding of what they 
said? Do my conclusions really follow from my understand- 
ing of what they said? The result, hopefully. is both a more 
convincing resolution of the conflict and an enhanced store of 
permanent knowledge. 

In SED, numerical measures and an epistemic response to 
conflict are complementary rather than mutually exclusive. 
Conflict resolution is carried out by higher-order processes 
that reuson about quantitative uncertainty models; conversely, 
numerical measures from those models provide guidance for 
decisions about adopting and revising assumptions. The result 
is a generalization of the epistemic approach, in which belief 
is graded. conflict is a ,matter of degree rather than all-or- 
none. and assumption revision is intelligently directed at those 
beliefs that are most likely to be in error. 

Returning to the Krasnoyarsk radar example, suppose we have 
the two arguments: (I) against local defense, based on obser- 
vation of no assets and with the assumption that no future as- 
sets are planned; and (2) for local defense, based on the 
report of a covert Soviet source. The analyst's firm belief 
that the source is reliable is -4 but he chooses to allocate 50% 
of the remaining .6 support to the assumption that the source 
is reliable. We can represent the combination of these two 
arguments, with their respective assumptions, in the following 
way: 

Each approach has virtues: On the one hand, the "stochastic" 
view, unlike the epistemic, permits gradations of belief; 



No 
planned 

a s s e t s  
( .3)  

Assume : 
no 

planned 
a s s e t s  

( .7 )  

Source i s  Assume : Don' t knov 
r e l i a b l e  source  i s  about  source 

(.4) r e l i a b l e  r e l i a b i l i t y  
( .3 )  ( . 3 )  

C o n f l i c t  

. 3  x .4 - .12 

C o n f l i c t  

.7 x .4 - .28  

Each cell represents the supported position and the degree of 
support that is implied by the relevant combination of cir- 
cumstances regarding the premises of the two arguments. In 
the standard belief function approach, the result of combining 
these two arguments would be 100% belief in 'not local 
defense." Conflict, since it represents an impossible state of 
affairs, is disregarded and the remaining cells are normalized. 

In SED, however, the total amount of conflict between two 
arguments is interpreted as evidence that beliefs contained in 
those arguments are mistaken. This is a straightforward 
generalization of the logical strategy of showing a belief to be 
false by deriving a contradiction from it. Let T be the con- 
junction of beliefs in arguments 1 and 2. If T implies p and 
-p, then -T. In SED, T implies a quantitative weight on p 
and -p, corresponding to the chunce that the beliefs in T 
imply a contradiction. In the example, the total amount of 
conflict is .I2 + .28 + .09 + -21 = .7. That weight can be 
taken as the chance that conflict proves at least one of the 
members of T to be false. If the conflict measure were 
smaller. the two arguments could perhaps be left as they are 
and conflict resolved stochastically (in effect, by dropping the 
impossible states of affairs from the calculations). When the 
measure is large, however, it may be wiser to take a closer 
look at the contents of T. 

c o n f l i c t  

. 3  x - 3  - .09 

c o n f l i c t  

. 7  x . 3  - .21 

In order to resolve conflict, the analyst needs to focus his 
scrutiny on those assumptions that seem to bear the most 
responsibility. Thus, SED's CONFLICT screen provides a 
rough decomposition of conflict into components that are at- 
tributable to separate assumptions: 

local 
defense 

. 3  x - 3  - .09 

local 
defense 

. 7  x . 3  - .21 

CONFLICT TOPIC QUESTION 

Krasnoyarsk What is it's 
radar function 

CONTRIBUnON 
TO CONFLICT TOPIC OUESTION 

Krasnoyars k Are assets 
radar planned but not 

built? 

-30 Soviet source Is he reliable? 

The degree of conflict attributable to the assumption that no 
future usets are planned is 3 8  + .21 = .49. The degree of 
conflict attributable to the assumption about the reliability of 
the observer is .21 + .09 = .30.. These numbers might lead the 
analyst to drop the assumption regarding future assets 
(thereby reducing total conflict to .7 - .49 = .21). Alterna- 
tively, he might seek additional data to confirm or deny 
either or both of the assumptions. 

Notice that the two assumptions in the above example were 
not independent in their impact. After dropping the first as- 
sumption. the contribution of the second assumption to con- 
flict would be reduced from .30 to .09. since part of the total 
conflict (.21) was jointly determined. Each measure of an 
assumption's contribution to conflict is thus a sort of upper 
bound. conditional on retaining both the other assumptions 
and the firm beliefs that it clashes with. Assumptions have 
by definition a higher prior likelihood of being in error than 
firm beliefs and are thus more likely to be retracted. Hence 
the measure of an assumption's contribution to conflict is less 
ambiguous when the assumption clashes only with firm beliefs 
and not with other assumptions; in that case, it is more 
readily interpretable as the chance that conflict proves the as- 
sumption wrong. Indeed, if firm beliefs could never be 
withdrawn, SED might focus exclusively on the conflict at- 
tributable to assumptions (in this example. -28 + -21 +.09 = 
.58). Only this portion of the conflict would be treated epis- 
temically; conflict due to firm beliefs alone (-12) would al- 
ways be handled stochastically. 

For SED. however, the boundary between assumptions and 
firm beliefs is itself subject to review. A large measure of 
conflict. if there were no assumptions or no assumptions 
clearly identifiable as culprits, might very appropriately lead 
an analyst to re-examine the relevant "firm beliefs." He 
might then convert a firm belief into an assumption by using 
the top-down method (i.e., using the ARGUMENTS screen to 
specify what portion of the total belief was firm). Alterna- 
tively, he might add exception conditions to the argument ex- 
pressing a firm belief (as with the "crystal ball" technique). 
He might then return to CONFLICT to observe the potential 
effect on conflict of dropping the newly defined assumptions. 
Conflict resolution is thus an occasion for the continued 
elicitation and refinement of the analyst's beliefs. 

Conflict can help an analyst search deeply through a network 
of beliefs for a potential culprit, and revisions may be made 
at any level. In particular, conflict resolution may be a valu- 
able tool for detecting deception. Although direct evidence 
of deception is possible (e.g., overheard communications, ob- 
servation of no activity at a dummy facility), more often than 
not evidence for deception is available only indirectly in the 
form of evidential conflict. SED is a uniquely appropriate 
tool for assessing the possibility and the scope of deception 
activities. 

SED embeds numerical uncertainty representations within a 
process of higher-order reasoning. Is such a higher-order 
process really necessary? Could the functions of conflict 
resolution be accomplished instead wilhin a standard numeri- 
cal calculus? The answer is: in principle, yes: in practice, no. 
To simulate the effect of conflict resolution with a numerical 
calculus, it would be necessary to explicitly represent all the 
situations in which conflict could arise and decide on a 
resolution ahead of time. We would need a vast number of 
exception conditions specifying which other sources and argu- 
ments would override a given argument, e.g.. 



Source A is reliable when he reports R unless source B 
repons Q and source C repons T and source D reports U... 
or source E reports V and source F reports W... or ... 

In a numerical framework (e.g.. Bayesian or Shaferian), a 
huge set of conditional assessments would be required. linking 
the elements of every line of reasoning to the elements of all 
other possible lines of reasoning. The price of such a strategy 
comes not only in the sheer quantity of inputs and computa- 
tional intractability, but also in a loss of naturalness and 
modularity. 

In order to remain tractable. numerical inference models typi- 
cally treat hypotheses about diverse information sources or 
lines of reasoning as if they were independent. The result is 
a stochastic approach to conflict that fails to extract the real 
significance of conflict when it occurs. SED achieves the best 
of both worlds: It enables the analyst to bring to bear the 
conclusions of one argument on the evaluation of the other 
without sacrificing the modularity of the different lines of 
reasoning. 

$. CONCLUSION 

While the difficulties of collecting intelligence data are well 
understood. the difficulties in analyzing and interpreting those 
data are often overlooked. There is a growing awareness. 
however, that the success of the overall intelligence enterprise 
depends crucially on those processes which occur after the 
data have been collected. The present report has described a 
tool which is designed to make the intelligence analyst's task 
easier and more successful. 

SED embodies promising technical solutions to all three of the 
problems we identified in the first section. It clarifies the 
meaning of numerical assessments by emphasizing qualitative 
modeis of how evidence is linked to conclusions; it requires 
only simple numbers reflecting different ways that such 
evidential links could be broken. More complex numerical 
models are then automaticallv ~enerated. SED wards off a - - 
combinatorial explosion of assessments in two ways: (1) by 
introducing a simple method for deriving the impact of mul- 
tiple factors on a conclusion from assessments of their 
separate impacts, and (2) by providing for non-independence 
of different lines of reasoning through a higher-order process 
of conflict resolution. As a result. SED encourages. rather 
than discourages, users to introduce new factors into an 
analysis: i.e., to make the reasons for uncertainty explicit. 
Even when there is no direct knowledge regarding such fac- 
tors, SED permits users to introduce them and, if they wish, 
to adopt assumptions. Finally, SED does not assume that a 
problem has been solved simply because a numerical model 
has been created. It focuses on the processes that intelligently 
create and revise such models. When two or more arguments 

, point in different directions. SED does not sweep conflict un- 
j der the rug by statistically aggregating them. It supports the 
i analyst in a process of re-examining and modifying beliefs 
i and assumptions that contributed to the conflict. 

In most computerized aids that quantify uncertainty, inference 
is equated with an essentially linear process, in which a model 
or "knowledge base" is built, numerical inputs assessed, and 
Outputs generate& 

1-1 MODEL WI CONCLUSIONS / . INPUTS 

Such an approach may ensure consistency of inputs and out- 
puts with respect to a set of axioms, e.g.. probability theory; 
the problem is. more than one set of inputs and outputs, with 
vastly different implications for a decision, will be equally 
acceptable from a strictly /orma1 point of view. Automation 
of uncertainty handling thus omits the thinking processes by 
means of which an analyst selects one consistent set of beliefs 
out of all those that are possible. Actual probabilistic reason- 
ing is typically highly iterative: the results of one line of 
reasoning are compared with the results of other lines of 
reasoning (or with direct judgment); if there is a discrepancy, 
the inputs. parameters, and even the structure of the model or 
knowledge base may be revised: 

,-..- PRIOR 
INPUTS 

SED provides direct ,support for the intelligent construction 
and modification of inference. modeis in the light of ex- 
perience with their application. In effect. SED redefines 
"reasoning": it is no longer the blind application of an uncer- 
tainty model, but its creation and maintenance. 
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